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1.1 General overview
sec:general-overview

Differential equations arise in many natural sciences, especially physics. Hence,
the desire of solving differential equations has a long history, and many impor-
tant functions are solutions of differential equations. For example, the Gaussian
hypergeometric function with parameters a, b and c

2F1(a, b; c; z) =
∞∑
n=0

(a)n(b)n
(c)nn!

zn

is a solution of the second order linear differential equation

z(1− z)
d2y

dz2
+
(
c− (a+ b+ 1)z)

)dy
dz
− aby = 0.

Here (a)n etc. denotes the Pochhammer symbol (a)n =
∏n−1

i=0 (a+ i) for n ≥ 0.

Apart from explicit descriptions (e.g. in terms of power series), one was also
interested in the “nature” of the solutions: Can they be expressed in terms of
known functions, like exponentials of rational functions? Are these solutions –
or some of them – also solutions of algebraic equations over the field of rational
functions?

Differential Galois theory gives answers to these kind of questions, like classical
Galois theory does for solutions of algebraic equations. In this thesis, we focus
on the case of linear (ordinary as well as partial) differential equations, and
more general on linear equations involving other operators like automorphism,
endomorphisms or iterative derivations.

For linear differential equations, there are two main approaches to obtain a
Galois group. One approach is via minimal extension fields as in the classical
Galois theory of algebraic equations, where the Galois group is defined to be the
group of differential automorphisms of the field extension, i.e. of those automor-
phisms which commute with the derivation. This approach is known under the
name Picard-Vessiot theory, and is generalized to various other settings which
we will describe later on. Another approach is via a Tannakian formalism. Here
one considers the ”Tannakian category generated by a differential equation” and
the Galois group is defined to be the linear algebraic group of automorphisms
of the corresponding fibre functor. In [Del90, Sect. 9], Deligne relates these two
approaches, and shows that the Galois group of the field extension is just the set
of rational points of the Tannakian Galois group. However, the knowledge about
this relation seems to be older as Katz already refers to it in [Kat87].

Actually, for differential equations over C(x) (or a finite extension thereof),
there is a third group of interest, the monodromy group. This one is obtained via
a more analytically geometric context. A linear differential equation L = 0 over
C(x) can be considered as a vector bundle over X = P1(C) \ S with fixed local
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bases together with a connection ∇. Here, S is a finite set of points containing
infinity and the points where the coefficients of the differential equation has poles,
as well as the zeros of the highest coefficient of the differential equation. By the
choice of the exceptional set S, for every point p ∈ X, the differential equation
L = 0 has a full set of solutions in the ring of holomorphic functions around p,
i.e. the set of solutions forms a C-vector space Vp of dimension equal to the order
of L. More precisely, the Vp’s form a local system on X. General theory of local
systems (or just analytic continuation) shows that every path u : [0, 1]→ X from
some point p = u(0) to q = u(1) induces an isomorphism αu : Vp → Vq which
only depends on the homotopy class of the path u. In particular, after fixing a
point p ∈ X, one obtains a representation of the fundamental group of X,

π1(X, p)→ GL(Vp), [u] 7→ αu,

the monodromy representation. The monodromy group of L is just the image
of that representation. Katz showed in [Kat82, Prop. 5.2] that the monodromy
group always is a subgroup of the Tannakian Galois group named above. Fur-
thermore in the case that L only has “regular singularities”, he even showed that
the Tannakian Galois group is the Zariski closure of the monodromy group.

Apart from the question of determining the Galois group of a given linear
differential equation, one is also interested in the so-called inverse problem: Which
linear algebraic groups do occur as Galois groups of linear differential equations?
Of course, the answer to this question depends on the base differential field. Over
the base C(x) with the derivation ∂

∂x
, this problem has been solved by Tretkoff

and Tretkoff [TT79] in the affirmative, i.e. that any linear algebraic group over
C occurs as the differential Galois group of some linear differential equation over
the field C(x). This result has been generalized to the rational function field C(x)
for an arbitrary algebraically closed field C by Hartmann in her PhD thesis (see
[Har05]), after previous partial results by Singer [Sin93] and Mitchi and Singer
[MS96], [MS02]. The monodromy group plays an important role in these results,
as it gives a lower bound to the Galois group. We will return to this question in
Section 1.8.1, where we consider the inverse problem also for some of the more
general settings described in the following.

In the 1960’s, differential Galois theory has been generalized to fields of char-
acteristic zero with several operators consisting of derivations and automorphisms
(cf. [ByB62]), including a generalization of Picard-Vessiot theory to linear differ-
ence equations (see also [Fra63] and [Inf81]). The Picard-Vessiot theory of linear
difference equations, i.e. of those equations involving automorphisms, has been
generalized to arbitrary characteristic without significant changes (cf. [vdPS97]),
but in the differential case characteristic zero remained crucial. A differential
theory in positive characteristic was first initiated by Okugawa ([Oku63] and
[Oku87]) and later treated systematically by Matzat and van der Put [MvdP03].
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The main idea was to replace derivations by iterative derivations (also called
iterative Hasse-Schmidt derivations). However, they obtained only a Galois cor-
respondence detecting the intermediate fields over which the Picard-Vessiot field
is separable. Actually, Kreimer (see [Kre65a] and [Kre65b]) has also set up a
Picard-Vessiot theory for equations with respect to a quite general kind of op-
erators including the iterative differential case with the same restrictions on the
Galois correspondence.

Takeuchi [Tak89] gave an approach to Picard-Vessiot theory from a Hopf
algebraic point of view which applies to the differential and iterative differential
case (even to linear equations of higher derivations) which was later generalized
by Amano and Masuoka [AM05] to contain also linear difference equations for
automorphisms.

On the other hand, Katz put the Picard-Vessiot theory for linear differential
equations into a more geometrical setting of modules with integrable connec-
tion (see e.g. [Kat82]). This was later generalized by André [And01] to a the-
ory containing also difference equations where the occurring endomorphisms do
not have to be automorphisms. These approaches, however, were restricted to
characteristic zero due to the derivations involved, and only adapted to positive
characteristic in my PhD thesis [Rös07] using so called higher connections.

One major part of this thesis (see Chapter 2) is the presentation of a cat-
egorical approach which unifies the general properties and objects of all these
Picard-Vessiot theories. This categorical framework also leads to deeper insight
into the structure of all these Picard-Vessiot theories, and establishes a basis for
possible further generalizations.
This part also provides a correspondence between isomorphism classes of fibre
functors on the full rigid abelian ⊗-subcategory generated by one object M and
isomorphism classes of Picard-Vessiot rings R for this object M , as well as a
canonical isomorphism between the corresponding Tannakian Galois group and
the Galois group of the Picard-Vessiot extension. This is the analogue of the
correspondence in the differential setting given by Deligne in [Del90] which we
mentioned above. This isomorphism has been already given in other settings,
too.

Another part of this thesis is a presentation of my developments in the Picard-
Vessiot theory in positive characteristic using iterative higher derivations. First
at all, the generalization of the iterative differential theory of Matzat and van der
Put to obtain a Galois correspondence which includes all intermediate iterative
differential fields – even the ones over which the Picard-Vessiot field is inseparable.
This generalization works also over constants which are not algebraically closed.
Next, the setup of a Picard-Vessiot theory for iterative differential equations over
differentially simple rings (instead of over fields). Finally, I discuss the finite
inverse problem, i.e. the question which finite group schemes occur as iterative
differential Galois groups over a given iterative differential field, and I explicitly
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realize torsion group schemes of abelian varieties as iterative differential Galois
groups.

The organization of the thesis is not chronological, as the categorical approach
was only established, after I generalized the iterative differential Picard-Vessiot
theory to work over differentially simple rings. And the investigation of the
infinitesimal and the finite inverse problem was even before that.

Actually, the whole story started right after my PhD, when I generalized
the iterative differential theory of Matzat and van der Put to obtain a Galois
correspondence which includes all intermediate iterative differential fields. This
is published in the second part of [Mau10a] (even with a more general kind of
operators), and will be recalled here in Section 1.4. The key point is to replace the
Galois group by a group scheme whose points over the constants is the original
Galois group. One also gets a close relation to the Hopf algebraic approach of
Takeuchi.

1.2 Picard-Vessiot theory for linear differential

equations
sec:partial-galois

Picard-Vessiot theory was initiated as a Galois theory for linear differential equa-
tions over a function field over the complex numbers at the end of the 19th century
by Picard [Pic91] and Vessiot [Ves92]. The aim was to describe solutions of linear
differential equations by successively taking integrals of known functions (i.e. so-
lutions of y′ = f) or exponentials of integrals of known functions (i.e. non-zero
solutions of y′ = fy).

This is in analogy to finite Galois theory where one was interested in when
polynomial equations are solvable, i.e. its zeros are expressible by means of square
roots, cubic roots etc.. In finite Galois theory, this turned out to be the case,
exactly when the Galois group of the polynomial has a normal series with abelian
factors. This property of a group was then named solvable.

In Picard-Vessiot theory the Galois groups are linear algebraic groups over
the field of constants. Similar to the finite case, a linear differential equation is
solvable as described above if and only if the Galois group is a connected solvable
algebraic group. As the notation is sometimes not clear and not consistent in
the work of Picard and Vessiot, this theorem is attributed to Kolchin who gave
a profound setting to the whole theory[Kol48].

The setup used was the following: Let F be a field of characteristic zero with
a derivation ∂ : F → F , and suppose that its field of constants

C := F ∂ := {a ∈ F | ∂(a) = 0}
is algebraically closed. Furthermore, let L(y) = ∂ny+an−1∂

n−1y+· · ·+a1∂y+a0y
be a differential polynomial in the indeterminate y with coefficients in F .
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Definition 1.2.1. A Picard-Vessiot extension E of F for L(y) = 0 is a
differential field extension with the same field of constants which is generated as
a differential field by n solutions of L(y) = 0 which are linearly independent over
F (or equivalently, linearly independent over C).

One can show that such a Picard-Vessiot extension always exists. If for ex-
ample F = C(x) is the field of rational functions on the projective line over C
and the equation L(y) = 0 is regular at r ∈ C, then there is a Picard-Vessiot
extension E inside the field of meromorphic functions around r.

Definition 1.2.2. The Galois group Gal(E/F ) of a Picard-Vessiot extension
E/F is defined to be the group of differential automorphisms of E/F , i.e.

Gal(E/F ) := Aut∂(E/F ) = {ϕ ∈ Aut(E/F ) | ϕ ◦ ∂ = ∂ ◦ ϕ}

is the group of those field automorphisms ϕ : E → E which fix F pointwise and
which commute with the derivation ∂.

It turns out that this group has the structure of (the C-points of) a linear
algebraic group over C, and one obtains the following Galois correspondence.

Theorem 1.2.3 (Galois correspondence). For a Picard-Vessiot extension E/F
with Galois group Gal(E/F ) one has a Galois correspondence (i.e. inclusion re-
versing bijection) between the intermediate differential fields K, F ≤ K ≤ E,
and the Zariski closed subgroups H of Gal(E/F ) given by

K 7→ Gal(E/K) = {ϕ ∈ Gal(E/F ) | ∀x ∈ K : ϕ(x) = x},

and
H 7→ EH := {x ∈ E | ∀ϕ ∈ H : ϕ(x) = x},

respectively.

The structure as a group of matrices becomes more apparent when one con-
siders the matrix differential equation

∂
(( y1

y2
...
yn

))
= A ·

( y1
y2
...
yn

)
instead of the differential polynomial L, where

A =


0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1
−a0 −a1 · · · · · · −an−1

 ∈ Matn×n(F )
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is the companion matrix of L. Solutions η of L correspond to solution vectors
t(η, ∂(η), . . . , ∂n−1(η)) 1, and a full system of solutions η1, . . . , ηn corresponds to
an invertible matrix

Y :=


η1 . . . ηn

∂(η1) . . . ∂(ηn)
...

...
∂n−1(η1) . . . ∂n−1(ηn)

 ∈ GLn(E),

a so called fundamental solution matrix of the matrix differential equation.

As a Picard-Vessiot extension E is differentially generated over F by η1, . . . , ηn,
it is a field extension of F generated by the entries of Y . Using this description,
the Galois group of E/F is described more easily. Namely, every differential
automorphism γ ∈ Gal(E/F ) is determined by the image γ(Y ) (γ applied entry-
wise), hence by the matrix Dγ := Y −1γ(Y ). A priori this matrix has entries in
E, however using compatibility with the derivation on E, it is not hard to show
that Dγ ∈ GLn(E∂) = GLn(C).

Therefore, one obtains a faithful representation

Gal(E/F )→ GLn(C), γ 7→ Dγ = Y −1γ(Y ).

Indeed, Kolchin proved that the image of this representation is a Zariski-closed
subset of GLn(C), and hence Gal(E/F ) has the structure of a linear algebraic
group over the algebraically closed field C.

ex:sin-cos-over-cc

Example 1.2.4. As an example, we consider the differential polynomial L(y) =
∂2y+y over the differential field (F, ∂) = (C(x), ∂

∂x
). From basic analysis we know

that the analytic functions η1 = eix and η2 = e−ix are two C-linearly independent
solutions of the equation L(y) = 0. Hence, the field E = C(x)(eix, e−ix) =
C(x)(eix) is a Picard-Vessiot extension of F for L.

The companion matrix of L is

A =

(
0 1
−1 0

)
and the matrix differential equation is

∂

(
y1

y2

)
= A ·

(
y1

y2

)
with

Y =

(
η1 η2

∂(η1) ∂(η2)

)
=

(
eix e−ix

ieix −ie−ix
)

1Throughout this thesis, t(·) denotes the transpose of a matrix, i.e. here it is just the column
vector with the given entries.
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being a fundamental solution matrix. Therefore, we obtain a faithful representa-
tion

Gal(E/F )→ GL2(C), γ 7→ Dγ = Y −1γ(Y ).

Since γ is supposed to be a field automorphism, the image are exactly those ma-
trices Dγ such that the entries of Y and those of γ(Y ) = Y Dγ fulfill the same
algebraic relations over F . It is then easy to deduce from the relations ∂(η1) = iη1,
∂(η2) = −iη2 and η1η2 = 1 that the Dγ in the image are of the form

(
a 0
0 a−1

)
for

a ∈ C×. As eix is transcendental over F , there are no further restrictions on a,
hence

Gal(E/F )
∼=−→
{(

a 0
0 a−1

)
| a ∈ C×

} ∼= Gm(C).

We also see in this example that the representation depends on the fundamen-
tal solution matrix, but only up to conjugation: Any other fundamental solution
matrix Z is of the form Z = Y D for some D ∈ GL2(C), e.g.

Z = Y ·
(

1
2

1
2i

1
2
− 1

2i

)
=

(
cos(x) sin(x)
− sin(x) cos(x)

)
,

and the corresponding representation is

Gal(E/F )→ GL2(C), γ 7→ Z−1γ(Z) = D−1(Y −1γ(Y ))D,

with image{(
1
2

1
2i

1
2
− 1

2i

)−1

·
(
a 0
0 a−1

)
·
(

1
2

1
2i

1
2
− 1

2i

) ∣∣∣∣∣ a ∈ C
}

=

{(
a+a−1

2
a−a−1

2i

−a−a−1

2i
a+a−1

2

) ∣∣∣∣ a ∈ C×} =

{(
c s
−s c

) ∣∣∣∣ c, s ∈ C, c2 + s2 = 1

}
∼= SO2(C).

For theoretical purposes coordinate-free descriptions of the linear differential
equations are more convenient:

Definition 1.2.5. A differential module over F is a finite dimensional F -
vector space M together with a derivation ∂M : M → M , i.e. an additive map
∂M satisfying the “Leibniz rule”

∂M(fm) = ∂(f)m+ f∂M(m)

for all f ∈ F , m ∈M .

To a matrix differential equation ∂(y) = Ay with A ∈ Matn×n(F ), one asso-
ciates a differential module (M,∂M) with dimF (M) = n and a basis (b1, . . . , bn)
of M such that

∂M(bj) = −
n∑
i=1

Aijbi for all j = 1, . . . , n.
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Then a vector y = t(y1, . . . , yn) is a solution of the matrix differential equation
if and only if

∑n
j=1 yjbj is a constant vector, i.e. satisfies ∂M(

∑n
j=1 yjbj) = 0.

Hence, the search for a differential extension E of F containing n independent
solutions is equivalent to the search for a differential extension E such that the
differential module E ⊗F M over E has a basis of constant vectors.

Differential modules can also be considered as modules over the non-commuta-
tive ring F [δ] of differential operators which are finite-dimensional as F -vector
space. Here, F [δ] equals ⊕∞n=0Fδ

n as an F -vector space, for some formal elements
δn with multiplication determined by

δk · δl = δk+l and δ · f = ∂(f) + f · δ.

The multiplication rule in F [δ] is equivalent to saying that for a F [δ]-module
M the map ∂M : M → M,m 7→ δ · m is a derivation on M as given above.
The interpretation as F [δ]-modules also explains the definition of derivations on
tensor products M ⊗F N given by

∂M⊗N(m⊗ n) = ∂M(m)⊗ n+m⊗ ∂N(n) for all m ∈M,n ∈ N

for differential modules (M,∂M) and (N, ∂N). However, we will mostly deal with
the notation of a differential module as a pair (M,∂M).

In Picard-Vessiot theory, a main role is played by the Picard-Vessiot ring.
Given a differential module (M,∂M), an associated differential equation ∂(y) =
Ay with respect to a basis, and a fundamental solution matrix Y ∈ GLn(E) in
a Picard-Vessiot field E, the Picard-Vessiot ring R is the subring of E which is
generated as an F -algebra by the entries of Y and its inverse. The importance of
the Picard-Vessiot ring R is given by the fact that Gal(E/F ) acts algebraically
on R, and even more, that the spectrum Spec(R) is a torsor of Gal(E/F ) over
F . Moreover, the Galois correspondence is more or less a consequence of this
torsor property, as by geometric invariant theory, the subfield EH corresponding
to a closed subgroup H ≤ Gal(E/F ) is nothing else than the field of rational
functions on the scheme Spec(R)/H.

One can even define the Picard-Vessiot ring R at first hand:

Definition 1.2.6. A Picard-Vessiot ring for a differential module M is a ∂-
simple ∂-ring extension R of F with the same constants and which is minimal
with the property that R⊗F M has a basis of constant elements. Here, ∂-simple
means that R has no nontrivial ideals stable under the derivation.

Then for such a Picard-Vessiot ring R, the field of fractions E of R is a
Picard-Vessiot field for M , and Aut∂(R/F ) = Aut∂(E/F ).

In the categorical setting in Chapter 2, the Picard-Vessiot ring is the main
object, since there is no “Picard-Vessiot field”.
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Apart from the Galois group of the Picard-Vessiot extension, there is also
another group attached to a differential module, the so called Tannakian Galois
group. This group is obtained as follows. The category of differential modules
DiffF over a given differential field F is an abelian category. It is even a symmetric
tensor category with tensor product as described above, and moreover, all objects
are rigid, i.e. have a dual object. Namely, the dual object of a differential module
(M,∂M) is just the dual vector space M∨ = HomF (M,F ) with derivation given
by

∂M∨(f)(m) = ∂F
(
f(m)

)
− f

(
∂M(m)

)
for all m ∈M , f ∈M∨. Given a fixed differential module M , the full subcategory
of DiffF whose objects are all subobject of direct sums of objects of the form
M⊗n ⊗ (M∨)⊗k with n, k ∈ N, is called the tensor subcategory generated by
M , and will be denoted by 〈〈M〉〉. Assuming that one has a fibre functor ω :
〈〈M〉〉 → vectC to the category vectC of (finite dimensional) vector spaces over
C = F ∂, i.e. a faithful exact additive tensor functor, the category 〈〈M〉〉 is a
neutral Tannakian category. The Tannakian Galois group is then the linear
algebraic group of natural automorphisms of this fibre functor ω, and it has a
canonical embedding as an algebraic subgroup of End(ω(M)) ∼= GLn(C) where
n = dimF (M).

Since, the field C is algebraically closed, a fibre functor ω exists, and all
fibre functors are isomorphic. All this is explained quite well in [Del90]. Deligne
also explains that there is a bijection between isomorphism classes of Picard-
Vessiot rings/extensions and isomorphism classes of fibre functors (even if C is
not algebraically closed). Furthermore, the Galois groups Gal(E/F ) and Aut⊗(ω)
of a PV-extension E and its corresponding fibre functor are isomorphic.

We will see in Chapter 2 that all these statements are even true in the cat-
egorical setting. Hence, they hold in all the settings described in the following
paragraphs.

1.3 Partial differential equations
sec:partial-differential

The Picard-Vessiot theory for ordinary differential equations has been generalized
to partial differential equations by Kolchin [Kol52]. Here, the base field F is
equipped with several commuting derivations ∂1, . . . , ∂m and the modules are
finite dimensional F -vector spaces with commuting action of all the derivations.
The main parts of the theory stayed the same (see [vdPS03], and for a more
detailed description also [Hei07]). Indeed in his setup, Kolchin reduced a lot of
proofs to the ordinary differential case.
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1.4 Picard-Vessiot theory for iterative differen-

tial equations
sec:id-galois

Differential Galois theory does not work well in positive characteristic. This is
mainly caused by the fact that in positive characteristic p, every p-th power of an
element in a ring is differentially constant, and in particular, every field extension
contains new constants.

To overcome this problem, derivations are replaced by so called iterative
derivations (cf. [MvdP03]). These are a collection θ =

(
θ(n)
)
n∈N of additive

maps satisfying θ(0) = id, θ(n)(ab) =
∑

i+j=n θ
(i)(a)θ(j)(b) as well as θ(n+m) =(

n+m
n

)
θ(n) ◦ θ(m) for all n,m ∈ N. This means, ∂ := θ(1) is a derivation and θ(n)

resembles 1
n!
∂n – the n-th iterate of ∂ devided by n-factorial. Indeed, in charac-

teristic zero, the iterative derivations are determined by the derivation ∂ = θ(1)

via θ(n) = 1
n!
∂n. In particular, the differential setting in characteristic zero is a

special case of the iterative differential setting.

The constants of an iterative differential field (F, θ) are given by

F θ := {x ∈ F | θ(n)(x) = 0 ∀n ≥ 1}.

Example 1.4.1. The standard example is the iterative derivation θ on the ratio-
nal function field C(x) given by

θ(k)(xn) =

(
n

k

)
xn−k

and C-linear extension. In characteristic zero, this is exactly the iterative deriva-
tion determined by θ(1) = ∂

∂x
. In this case, the constants are just the field C, as

one is used from the differential field in characteristic zero.

The basic objects replacing differential modules are iterative differential mod-

ules (M, θM), i.e. F -vector spaces M with a family θM =
(
θ

(n)
M

)
n∈N

of additive

maps θ
(n)
M : M → M satisfying θ

(0)
M = idM , θ

(n)
M (fm) =

∑
i+j=n θ

(i)(f)θ(j)(m) for

all f ∈ F,m ∈M as well as θ(n+k) =
(
n+k
n

)
θ(n) ◦ θ(k) for all n, k ∈ N.

As in the differential setting, one is interested in minimal iterative differen-
tial extensions E of F (with same constants) such that dimF θ

(
(E ⊗F M)θ

)
=

dimF (M). Assuming that C = F θ is algebraically closed, a minim

Picard-Vessiot rings and Picard-Vessiot fields for iterative differential modules
exist and are unique up to iterative differential isomorphisms.

Matzat and van der Put also defined the Galois group of such a Picard-Vessiot
extension E/F as the group of iterative differential automorphisms Autθ(E/F ),
and obtained a Galois correspondence. However, as I pointed out in [Mau10a],
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and what was independently observed by Amano in [Ama06], this Galois corre-
spondence only takes into account intermediate iterative differential fields over
which E is separable.

In the second part of [Mau10a], I was able to remove this defect by consid-
ering the Galois group of the extension as an affine group scheme instead of a
group, which allowed to take into account nonreduced subgroup schemes on the
group side and intermediate extensions L over which the Picard-Vessiot field is
inseparable (see also Chapter 4). More explicitly, for a Picard-Vessiot extension
E/F with Picard-Vessiot ring R, I defined the Galois group as the group functor

Gal(E/F ) := Gal(R/F ) : AlgC → Groups, D 7→ Autθ(R⊗C D/F ⊗C D)

where the C-algebraD is equipped with the trivial iterative derivation, i.e. R⊗CD
is an extension by constants. This group functor turns out to be representable
by (R⊗F R)θ, and hence is an affine group scheme of finite type over C = F θ.

In general, an iterative differential automorphism of R⊗C D does not extend
to an automorphism of E ⊗C D, but it extends to the total ring of fractions
Quot(R⊗C D), i.e. the localization by all nonzero divisors, a ring which contains
E. In particular, for any g ∈ Gal(R/F )(D) = Autθ(R⊗CD/F ⊗CD) and e ∈ E,
an element g(e) ∈ Quot(R ⊗C D) is well-defined. Therefore, one can define the
invariants EH of E under an algebraic subgroup schemes H of G = Gal(R/F ) by

EH := {e ∈ E | ∀D ∈ AlgC , h ∈ H(D) : h(e) = e}.

With these definitions, one obtains the desired Galois correspondence with
all intermediate iterative differential fields on one hand, and all closed subgroup
schemes of Gal(E/F ) on the other hand.

If one considers iterative differential fields whose field of constants is not
algebraically closed, these definitions still work, and hence [Mau10b] is already
written without the assumptions on the constants.

Like the generalization of differential Galois theory to partial differential equa-
tions, the iterative differential setting has been generalized to the case of sev-
eral commuting iterative derivations (called multi-variate iterative derivations)
by F. Heiderich in his Master thesis [Hei07]. Apart from some technicalities, it
turned out that the theory works very like the case of one iterative derivation.
The multivariate setup is recalled in Chapter 4.

1.5 Picard-Vessiot theory for difference equa-

tions
sec:sigma-galois

In the Picard-Vessiot theory for difference equations (cf. [vdPS97]), derivations
are replaced by automorphisms, and constants are replaced by invariants. One
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starts with some field F together with an automorphism σ : F → F and its field
of invariant elements C := F σ := {x ∈ F | σ(x) = x} which is supposed to be
algebraically closed. The most prominent examples are the field C(z) with the
shift operator σ(z) = z + 1 or with the q-difference operator σ(z) = qz for some
q ∈ C which is not a root of unity. In both cases the field of invariants is C.

The basic objects are difference modules (M,σM), i.e. F -vector spaces M
together with a σ-linear automorphism σM : M →M . Again, the set of invariants
Mσ := {m ∈ M | σM(m) = m} is a C-vector space of dimension at most
dimF (M), and one is interested in a difference extension of F over which the
corresponding dimensions are the same. In this setting another aspect appears,
since in some situations every solution ring has zerodivisors. Hence, there does
not exist a Picard-Vessiot field in general. Nevertheless, if C is algebraically
closed (as we assume at the moment), there always exists a Picard-Vessiot ring
R over F , i.e. a σ-simple σ-ring extension R of F minimal with the property
that R⊗F M has a basis of invariant elements, and instead of the Picard-Vessiot
field one considers E = Quot(R), the total ring of fractions of R. With these
definitions, assuming that F is of characteristic zero, one again obtains a Galois
group Autσ(R/F ) which is the group of C-rational points of a linear algebraic
group, as well as a Galois correspondence between closed subgroups of Autσ(R/F )
and total difference subrings of E containing F .

Example 1.5.1. The most basic and most prominent example is the one-dimensional
difference module M = C(z) · b over the difference field F = C(z) with the shift
operator σ(z) = z + 1, where σM(b) = 1

z
b. Then for a difference ring extensions

R of F ,

(R⊗F M)σ = {f · b ∈ R⊗F M | σM(fb) = fb}
= {f · b ∈ R⊗F M | f ∈ R, σ(f) = zf}.

Since the Gamma function Γ satisfies the functional equation Γ(z + 1) = zΓ(z),
it is a solution to the difference equation f(z + 1) = σ(f)(z) = z · f(z). Hence,
R = F [Γ, 1/Γ] is a Picard-Vessiot ring for this difference module inside the ring
of meromorphic functions.

The Galois group Autσ(R/F ) is a priori a Zariski closed subgroup of GL1(C) =
C×, and the fact that Γ is transcendental is reflected in the property that Autσ(R/F )
is not finite, i.e. Autσ(R/F ) = C×.

In positive characteristic, problems with these definitions occur due to insepa-
rability. These can be solved by defining the Galois group as a group scheme quite
analogous to the one described in Section 1.4 (cf. [Wib10]). The thesis [Wib10]
of Wibmer even considers Galois extensions which are more general than the
Picard-Vessiot extensions. But, also for the difference Picard-Vessiot theory, his
thesis provides a slight generalization by relaxing several of the assumptions (see
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also [OW15, Sect. 2.2]). First at all, he allows the operator σ to be an endomor-
phism instead of an automorphism. Hence, also the semi-linear operator σM on
a module M can not be bijective, and the assumption is that the image σM(M)
generates M (which also implies that σM is injective). Secondly, he gives credit
to the problem that there might be no Picard-Vessiot field. He introduces so-
called σ-pseudo fields which are finite products of fields that are still σ-simple.
As already observed in [vdPS97], for every difference module M there is always
a Picard-Vessiot σ-pseudo field. Wibmer, however, also used a σ-pseudo field as
the base difference ring. Such pseudo-fields are also used in [AM05] for a more
general kind of operators (cf. Sect. 1.7.4). Both generalizations make some proofs
a bit more complicated, but otherwise turned out to work smoothly.

The third generalization – which is a bigger issue – will be explained in more
details in the next section, namely that he dropped the assumption that the field
of constants is algebraically closed.

1.6 Non-algebraically closed constants
sec:non-algebr-closed

In the last decade, one has relaxed the conditions on the field of constants/inva-
riants being algebraically closed. However, if the field of constants/invariants
C is not algebraically closed (cf. [Dyc08], [Mau10a], and [Wib10]), some things
become more involved. We explain these issues in the differential case, but they
are present also in the difference case, and the iterative differential case.

In Section 1.2 above, we defined a Picard-Vessiot ring for a differential equa-
tion ∂(y) = A · y over F to be a ∂-simple ∂-ring R without new constants such
that R contains a fundamental solution matrix Y , and such that R is minimal
with these properties. If the constants F ∂ are algebraically closed, the condi-
tion“without new constants” is a consequence of the other conditions. Hence,
one can construct a Picard-Vessiot ring by first defining a derivation on the lo-
calized polynomial ring U = F [Xij, det(X)−1 | i, j = 1, . . . n] via ∂(X) = A ·X,
and secondly, taking R = U/I for a maximal ∂-ideal I of U . If F ∂ is not al-
gebraically closed, this construction still provides a minimal ∂-simple ∂-ring R
containing a fundamental solution matrix Y , but the constants of R might be a
finite extension of F ∂ (see also Prop. 2.4.11 in the categorical setting).

This is the reason that in general, Picard-Vessiot extensions might not exist.
Furthermore, there also might be several non-isomorphic Picard-Vessiot exten-
sions for the same equation. These Picard-Vessiot extensions, however, become
isomorphic after a finite extension of constants.

ex:sin-cos-over-rr

Example 1.6.1. We start with an example having two non-isomorphic Picard-
Vessiot fields which is due to Dyckerhoff [Dyc08].
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Namely, we are considering the matrix differential equation

∂

(
y1

y2

)
= A ·

(
y1

y2

)
as in Example 1.2.4, but this time over the differential field (F, ∂) = (R(x), ∂

∂x
).

Although, the matrix

Y =

(
eix e−ix

ieix −ie−ix
)

provides a fundamental system of solutions, the extension of differential fields
F (eix, e−ix, ieix,−ie−ix)/F would not be a Picard-Vessiot extension, since the

larger field contains new constants, e.g. the imaginary unit i = ieix

eix
.

However, the matrix

Z1 = Y ·
(

1
2

1
2i

1
2
− 1

2i

)
=

(
cos(x) sin(x)
− sin(x) cos(x)

)
,

also satisfies ∂(Z1) = A · Z1 and a Picard-Vessiot extension for this differential
equation is given by E1 = F (cos(x), sin(x)) with equation cos(x)2 + sin(x)2 = 1.

Now consider the matrix

Z2 := iZ1 =

(
i cos(x) i sin(x)
−i sin(x) i cos(x)

)
.

This is also a fundamental solution matrix for the given differential equation,
and hence the field extension E2 = F (i cos(x), i sin(x)) with equation (i cos(x))2 +
(i sin(x))2 = −1 is also a Picard-Vessiot field.

But, the fields E1 and E2 are not isomorphic!
This is seen most easily from the fact, that E1 can be ordered (by letting cos(x) and
sin(x) be positive), but E2 can’t be ordered, since the sum of squares (i cos(x))2 +
(i sin(x))2 + 12 equals zero.

Example 1.6.2. An example where no Picard-Vessiot ring/field exists is given
by Seidenberg in [Sei56] which we modify here a bit, to fit to the previous example.

Namely, consider the field F = R(x)(w, ∂(w)) generated over R(x) by a non-
constant solution w of the differential equation 4w2 + ∂(w)2 = −1, and by its
derivative ∂(w). One should think of w being i

2
sin(2x) and ∂ = ∂x.

Then as in the previous example, we consider the matrix differential equation

∂

(
y1

y2

)
=

(
0 1
−1 0

)
·
(
y1

y2

)
,

but this time over the field F .
Morally, w = i

2
sin(2x) = i

2
· 2 sin(x) cos(x) = i sin(x) cos(x), and no matter
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whether we choose
(

cos(x)
− sin(x)

)
or
(

i cos(x)
−i sin(x)

)
as a solution, the other will also be in

the field extension. Hence, the field of constants is C.

Formally, if E is a differential field extension of F containing a non-trivial
solution t(y1, y2), we have

∂(y2
1 + y2

2) = 2y1∂(y1) + 2y2∂(y2) = 2y1y2 − 2y1y2 = 0.

Hence, y2
1 + y2

2 =: c is a constant.

If c = 0, then we get
(
y1
y2

)2

= −1 ∈ R. As elements which are algebraic over

constants are constants themselves, y1
y2

is a constant and its square is −1. Hence,

E∂ ) R.
Now, we assume c 6= 0, and first remark that by differentiating the equation
4w2 + ∂(w)2 = −1, we obtain

8w∂(w) + 2∂(w)∂2(w) = 0⇒ ∂2(w) = −4w.

Consider now the matrix

Z :=

(
2w −∂(w)
∂(w) 2w

)−1

·
(
y1 −y2

y2 y1

)2

=

(
z1 −z2

z2 z1

)
∈ Mat2×2(E),

for z1 = −2w(y2
1 − y2

2)− 2y1y2∂(w) and z2 = ∂(w)(y2
1 − y2

2)− 4wy1y2.
By differentiating z1 and z2 and using the equations above, one obtains that both
z1 and z2 are constant. Therefore, also det(Z) = z2

1 + z2
2 is a constant and

det(Z) = (4w2 + ∂(w)2)−1 · (y2
1 + y2

2)2 = −c2.

Hence, z2
1 + z2

2 + c2 = 0 which is not possible if z1, z2 ∈ R.

To overcome the problem of existence and uniqueness, one possibility is to fix
a universal differential overfield, or at least one which is large enough like in the
abstract setting in Prop. 2.4.14. In applications of differential equations as well
as difference equations, such an overfield is often naturally given, e.g. as a field
of meromorphic functions.
In the real and the p-adic case, Crespo, Hajto et al. established results on both
existence and uniqueness if the constants of the field F are real closed or p-adically
closed, resp. by forcing the extension to be real resp. p-adic, too (see [CHS13]
and [CHvdP16]).

Another issue to deal with is that the group of differential automorphisms
Aut∂(E/F ) respectively difference automorphisms Autσ(E/F ) might be too small.
For example, the differential equation ∂

∂x
(y) = 1

3x
y over the differential field

(R(x), ∂
∂x

) has a solution z = 3
√
x, hence E = R(z) is a Picard-Vessiot field, but

Aut∂(E/R(x)) = {1}, since E does not contain the third roots of unity.
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One way to overcome this problem is to consider F -embeddings E ↪→ E⊗C C̄
instead, or equivalently Aut∂(E ⊗C C̄/F ⊗C C̄). Another way which fits more in
the line of the iterative differential setting, is to replace the automorphism group
by a representable group functor Gal(E/F ), i.e. an affine group scheme whose
group of C-rational points is Aut∂(E/F ). Namely by

Gal(E/F ) := Gal(R/F ) : AlgC → Groups, D 7→ Aut∂(R⊗C D/F ⊗C D).

Then as already described in the iterative differential setting, Spec(R) is a Gal(E/F )-
torsor over F and one obtains a Galois correspondence between closed subgroups
of Gal(E/F ) and differential subfields of E containing F , by defining

EH := {e =
r

s
∈ E | ∀D ∈ AlgC , h ∈ H(D) :

h(r ⊗ 1)

h(s⊗ 1)
=
r ⊗ 1

s⊗ 1
∈ Quot(R⊗C D)}

for algebraic subgroup schemes H of G = Gal(E/F ) over C.

In this definition, the detour using the automorphisms of R⊗CD is necessary,
since the automorphisms of E⊗CD are too small in general. The automorphisms
of R⊗CD only extend uniquely to the total ring of fractions Quot(R⊗CD) which
is strictly larger than E ⊗C D if D/C is not algebraic.

Therefore, on one hand, we need the Picard-Vessiot ring R inside a PV-field
for defining the Galois group scheme, since the latter does not act algebraically
on the PV-field. On the other hand, one does not get a full Galois correspondence
on the ring level.
In geometric terms, Spec(R) is a Gal(E/F )-torsor over F . Hence, for a closed
subgroup H ≤ Gal(E/F ), one obtains the orbit space Spec(R)/H, and EH is just
the rational function field of that space, and determines Spec(R)/H as a quotient
of Spec(R). The invariant ring RH, however, is the ring of global sections of the
orbit space Spec(R)/H. If the latter is not affine, RH becomes “too small”.
On the ring level, at least one has a restricted Galois correspondence between
closed normal subgroups of Gal(E/F ) and differential subrings of R containing
F which are Picard-Vessiot rings for some ∂-module (see Chapter 3).

In the abstract setting of this article, we will stay on the ring level, since the
action of the Galois group is naturally algebraic there.

1.7 Further transcendental Galois theories

The three basic settings described above have been generalised in various ways.
On one hand, the operators acting have become more general. On the other
hand, the base fields have been replaced by more general bases.
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1.7.1 Modules with connections

In [Kat90, Ch. 2], N. Katz considers schemes X of finite type over a field k
of characteristic 0, and obtains Picard-Vessiot extensions for finitely generated
OX -modules with integrable connections.

1.7.2 Noncommutative differentials and connections

André in [And01] used so called noncommutative differentials in characteristic
0. The base is a C-algebra A with a “derivation” d : A → Ω1 for some fixed
A-A-bimodule Ω1, i.e. the map d is C-linear and fulfills d(ab) = a · d(b) + d(a) · b
for all a, b ∈ A. The “differential modules” are left A-modules M together with a
“connection” ∇ : M → Ω1⊗AM verifying the rule ∇(am) = a ·∇(m) +d(a)⊗m
for all a ∈ A and m ∈ M . This setup resembles a collection of derivations and
endomorphisms in characteristic 0.

Under the hypothesis that A is commutative and that (A, d) is “simple”,
as well as some additional assumptions, André shows that a Galois theory works
similar as described above. He also describes the relation of the differential Galois
group of the extension and the Tannakian Galois group associated to such a
module. We show a generalisation of this relation in the categorical setting in
Chapter 2.

1.7.3 Iterative higher differentials and Iterative higher
connection

In my PhD thesis [Rös07], I considered regular rings with “(iterative) higher
differentials” and modules with “(iterative) higher connections”. These higher
differentials and iterative higher differentials are analogues in positive character-
istic of differentials, similar as higher derivations and iterative higher derivations
are analogues in positive characteristic of derivations. I also sketched its gen-
eralization to “nice” schemes X. In the second part of [Mau10a], I established
the Picard-Vessiot theory over fields with “(iterative) higher differentials” whose
constants are a perfect field.

1.7.4 Hopf-algebraic approach
subsec:hopf-algebra

Takeuchi in [Tak89] investigated Picard-Vessiot theory from a purely algebraic
point of view. This approach has its origins in a generalisation of classical Galois
theory named Hopf-Galois theory (cf. [CS69]): Instead of considering the action
of a group on an extension L/K, one considers a co-action of a Hopf-algebra.
More precisely, for a commutative base ring k (in our case always a field), one
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considers an extension L/K of k-algebras and a co-action of a k-Hopf algebra H
on L/K, i.e. a K-linear homomorphism ρ : L→ L⊗k H such that the diagrams

L
ρ //

idL %%

L⊗k H
idL⊗cH
��

L = L⊗k k

and L
ρ //

ρ

��

L⊗k H
ρ⊗idH
��

L⊗k H
idL⊗∆H // L⊗k H ⊗k H

commute. Here, ch : H → k is the counit of the Hopf algebra and ∆H : H →
H ⊗k H is the comultiplication. The extension L/K is called Hopf-Galois if and
only if the ring of coinvariants

LcoH := {l ∈ L | ρ(l) = l ⊗ 1}

equals K and the induced homomorphism of L-algebras (with L-action from the
left)

L⊗K L
idL·ρ−−−→ L⊗k H, l1 ⊗ l2 7→ (l1 ⊗ 1) · ρ(l2)

is an isomorphism.

The classical finite Galois theory for a Galois extension L/K with group G is
obtained by taking k = K and H being the K-algebra K[G] of functions G→ K
with pointwise multiplication, and comultiplication induced by the multiplication
on G. Namely, the condition that the extension L/K is Galois with group G is
equivalent to that the homomorphism

L⊗K L→ L|G|, l1 ⊗ l2 7→ (l1σ(l2))σ∈G

is an isomorphism. But L|G| is naturally isomorphic to L⊗K K[G] via

(lσ)σ∈G 7→
∑
σ∈G

lσ ⊗ pσ

using the standard basis {pσ|σ ∈ G} of K[G] where pσ(τ) = 1 for τ = σ, and 0
else.

For obtaining a Picard-Vessiot theory from this Hopf algebraic point of view,
Takeuchi defines an extension of differential fields L/K to be a Picard-Vessiot
extension if they have the same fields of constants k, and if there is a differen-
tial subring R ⊆ L such that L is the field of fractions of R and the K-algebra
R ⊗K R is generated by R ⊗K K and (R ⊗K R)∂. He shows that in this case,
R/K is a Hopf-Galois extension with k-Hopf algebra H = (R ⊗K R)∂. Namely,
the two conditions imply that the homomorphism R ⊗k H → R ⊗K R is an
isomorphism, and the inverse of this isomorphism is the isomorphism in the def-
inition of a Hopf-Galois extension. In comparison with the differential case over
non-algebraically closed constants (Sect. 1.6) or the iterative differential setting
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(Sect. 1.4), R is just the Picard-Vessiot ring and H is the Hopf algebra represent-
ing the Galois group scheme Gal(R/K). Takeuchi’s approach covers the case of
constants which are not algebraically closed. He also works in a more general set-
ting, namely with so called C-ferential fields which amounts to having a collection
of several commuting derivations on L, or several commuting higher derivations
in positive characteristic. Here, C stems from the coalgebra of operators acting
on L. Since, he didn’t suppose the Hopf algebra respectively the extension to
be finitely generated, it also covers inductive limits of the usual Picard-Vessiot
extensions which would have pro-algebraic groups as Galois groups.

Later Amano and Masuoka in [AM05] have generalised this approach. They
extended the kind of operators, and the kind of objects. They replaced the
formerly irreducible coalgebra C by a certain Hopf algebra D, and the C-ferential
fields by Artinian simple D-module algebras. The first amounts to including
also automorphisms as operators, and the second amounts to including not only
fields, but also finite products of fields which is necessary in the difference setting
(comp. Sect. 1.5).

1.8 The inverse Galois problem
sec:inverse-problem

The inverse Galois problem is about the question which groups respectively group
schemes do occur as Galois groups in the various settings. As described above all
the Galois groups in the Picard-Vessiot theories are algebraic group schemes over
the field of constants/invariants, hence we will only talk about those in the fol-
lowing. Of course the answers to these problems depend on the base differential
respectively difference field. The base fields that are of interest are mainly func-
tion fields of algebraic varieties (“global fields”), and in particular the rational
function field in one variable. Sometimes also “local fields”, i.e. Laurent series
rings in one or several variables are considered, but mainly to obtain informa-
tion on the problem in the global case, e.g. do get lower bounds by local-global
principles.

1.8.1 In differential Galois theory
subsec:inverse-problem-differential

In differential Galois theory, first results to the inverse Galois problem were es-
tablished in the “classical case” for the differential field F = C(x) with ∂ = d

dx
.

In this case, Tretkoff and Tretkoff [TT79] solved the question in the affirmative,
i.e. they showed that any linear algebraic group over C occurs as a differential
Galois group over C(x). Their proof uses the analytic theory of monodromy
groups mentioned in Section 1.1. Namely, the Riemann-Hilbert correspondence
in this case (solved by Plemelj (see[Ple64])) guarantees that for every finitely
generated group G, there is a linear differential equation over C(x) with only
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regular singularities such that the monodromy group of this equation equals the
given group G. As mentioned earlier, in the case of regular singularities, the
monodromy group is Zariski-dense in the differential Galois group. Therefore,
the main idea of Tretkoff and Tretkoff was to choose a finitely generated group G
which is Zariski-dense in the given linear algebraic group, and consider a linear
differential equation corresponding to that group G.

By its analytic nature, this proof was not transferable to rational function
fields F = C(x) over other algebraically closed fields of constants C.2 Singer
[Sin93] gave some partial results to the inverse problem using special properties
of the groups.

For more general results, other techniques were established, most important
an upper bound on the Galois group via its Lie algebra (see [vdPS03, Cor. 4.3]):

Proposition 1.8.1. Consider a linear differential equation ∂(y) = Ay with A ∈
Matn(F ), and let G ⊆ GLn,C be a linear algebraic group over C.
If A ∈ LieF (G), then the Galois group of the differential equation is (conjugate
to) a subgroup of G.

If the cohomological dimension of F is at most one (which is the case for
F = C(x)), then one also has a partial converse result:

Proposition 1.8.2. Assume that cd(F ) ≤ 1, and that G ⊆ GLn,C is a connected
algebraic group which is the differential Galois group of ∂(y) = Ay for some A ∈
Matn(F ). Then the differential equation is conjugate to a differential equation
∂(y) = By with B ∈ LieF (G).

Here, conjugate means that the equation is obtained via a change of bases in
F n, i.e. replacing y by D−1y for some D ∈ GLn(F ). In explicit terms, this means
that B = DAD−1 + ∂(D)D−1 for some D ∈ GLn(F ).

Using these bounds, Mitchi and Singer [MS96] gave a constructive solu-
tion to the inverse problem for connected linear algebraic groups over C, which
they later extended to non-connected groups with solvable connected component
(cf. [MS02]).

A general result was given by Hartmann in her PhD thesis [Har05] show-
ing that every linear algebraic group is the Galois group of a linear differential
equation over C(x), when C is algebraically closed.

Using the so-called Kovacic trick (see [BHH16, Thm. 4.12]), one can deduce
that the inverse Galois problem also has an affirmative answer for every finitely
generated differential field F with algebraically closed constants C. The main
ideas for a given linear algebraic group G over C and such a differential field F
are the following: Firstly, after a transformation of the derivation, there is some

2As noted before, in the differential Galois setting, all fields are assumed to have character-
istic zero.
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x ∈ F such that (C(x), ∂x) is a differential subfield of F . Further, one considers
the group Gr for large enough r ≥ 1, and a Picard-Vessiot extension E over C(x)
for Gr, and shows that at least one subextension Ẽ of E with group G is linearly
disjoint to F .

In the article [Dyc08] in which Dyckerhoff established a Picard-Vessiot the-
ory with non-algebraically closed fields of constants, he also solved the inverse
problem over the field R(z). This was done by descent from the complex case.

In the article [BHH16] mentioned above, the authors solve the inverse Galois
problem in the affirmative over any “global” differential field F over C, where
the field of constants C is a Laurent series field. In an even more recent paper
[BHHP17], they generalize this to such differential fields, where the field of con-
stants is a large field of infinite transcendence degree over Q. This includes for
example the p-adic numbers Qp, the reals R, and certain Laurent series fields.

DELETE LOCAL CASE?

In the case of local differential fields, e.g. the Laurent series field (C((x)), ∂x),
the situation is quite different. Namely, a linear algebraic group G is realisable
over C((x)) if and only if G contains a torus T which is normal in G, and such
that G/T is topologically generated by one element (see [vdPS03, Section 11.2]).

1.8.2 In iterative differential Galois theory
subsec:inverse-problem-ID

When Matzat and van der Put set up the Galois theory for iterative differential
equations in positive characteristic, they also considered the inverse Galois prob-
lem in this setting. Of course, they only consider reduced group schemes, since
they obtained them from the group C-rational points. As before, C is the field of
constants which is assumed to be algebraically closed. By [Mau10a, Cor. 11.7],

however, all Galois groups of PV-extension over F are reduced, if Ker(θ
(1)
F ) equals

F p. This applies for example to finite extensions of the rational function field
C(x) with the standard iterative derivation, or the Laurent series field C((x)).

Having this in mind, Matzat and van der Put fully solved the inverse Galois
problem for F = C((x)) in [MvdP03, Sect. 6]:

Theorem 1.8.3 ([MvdP03, Cor. 6.4 & Thm. 6.6]). A reduced linear algebraic
group G over C is realizable as iterative differential Galois group over C((x)) if
and only if

1. G is solvable,

2. G/p(G) is commutative, and

3. G/G0 is an extension of a cyclic group of order prime to p by a p-group.
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Here G0 is the connected component of the identity element, and p(G) is the
normal subgroup generated by elements of p-power order.

For the field F = C(x) or some finite extension of it, they also solved the
inverse Galois problem. As in the differential case in characteristic zero, the
answer is affirmative, i.e. all reduced linear algebraic groups can be realized as
ID-Galois groups over such F .

Matzat: reduced, meine PhD: restricted singularities in reduced connected
case; finite problem in Chapter 4

1.8.3 In difference Galois theory
subsec:inverse-problem-difference

??
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Chapter 2

Categorical Picard-Vessiot theory

chap:categorical
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In this chapter, we present the categorical approach which unifies the gen-
eral properties and objects of all the Picard-Vessiot theories mentioned in the
introduction. This categorical framework also leads to deeper insight into the
structure of all these Picard-Vessiot theories, and establishes a basis for possible
further generalizations.

The main results are the construction of a universal solution ring for a given
“module” M such that all Picard-Vessiot rings (PV-rings) for M are quotients of
this ring (Thm. 2.4.7 and Thm. 2.4.12), the existence of PV-rings up to a finite
extension of constants (Thm. 2.4.18), and uniqueness of PV-rings inside a given
simple solution ring with same constants (Prop. 2.4.14). Furthermore, we prove
a correspondence between isomorphism classes of fibre functors ω : 〈〈M〉〉 → vectk̃
and isomorphism classes of PV-rings R for M⊗k k̃, where k is the field of constants
of the base ring S and k̃ is any finite extension of k (Thm. 2.5.5). We also
prove that the group scheme of automorphisms Aut∂(R/S) of R over S that
commute with the extra structure, is isomorphic to the affine group scheme of
automorphisms Aut⊗(ω) of the corresponding fibre functor ω (Cor. 2.6.8). These
two statements are direct generalizations of the corresponding facts given for
example in [Del90, Ch. 9] or [And01, Sect. 3.4 and 3.5].

Finally, we give a Galois correspondence between closed normal subgroup
schemes of the Galois group scheme and subalgebras of the PV-ring which are
PV-rings for some other “module”.

2.1 A commutative algebra theorem
sec:comm-alg-thm

We will be faced with the question whether there exists a Picard-Vessiot ring up
to a finite extension of constants. The following theorem will be a key incredient
to the existence proof. All algebras are assumed to be commutative with unit.

thm:abstract-algebra

Theorem 2.1.1. Let k be a field, S an algebra over k and R a finitely generated
flat S-algebra. Furthermore, let ` be a field extension of k such that S⊗k ` embeds
into R as an S-algebra. Then ` is a finite extension of k.

Proof. The proof is split into several steps:

1) Reduction to S being a field
Choose a minimal prime ideal p of S, and let Sp denote the localization of S at
p. Since localizations are flat, the inclusion of rings S ⊆ S ⊗k ` ⊆ R induces an
inclusion of rings

Sp ⊆ Sp ⊗k ` ⊆ Sp ⊗S R,

and Sp⊗S R is a finitely generated Sp-algebra. Since flatness is stable under base
change, Sp ⊗S R is a flat Sp-algebra.
Since pSp is the maximal ideal of Sp, S̄ := Sp/pSp is a field, and R̄ := Sp/pSp⊗SR
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is a finitely generated flat algebra over S̄. It remains to show that S̄⊗k ` embeds
into R̄.

Since Sp⊗k ` and Sp⊗SR are both flat over Sp, the exact sequence 0→ pSp →
Sp → Sp/pSp → 0 leads to a commutative diagram with exact rows

0 // pSp ⊗k ` //
� _

��

Sp ⊗k ` //
� _

��

(Sp/pSp)⊗k ` //

��

0

0 // pSp ⊗S R // Sp ⊗S R // (Sp/pSp)⊗S R // 0.

Then the last vertical arrow is an injection if the left square is a pullback diagram.
Hence, we have to proof that any element in Sp ⊗k ` whose image in Sp ⊗S R
actually lies in pSp ⊗S R is an element of pSp ⊗k `.

Hence, let z =
∑n

i=1 si⊗xi ∈ Sp⊗k ` with k-linearly independent x1, . . . , xn ∈
`, and let w =

∑m
j=1 aj ⊗ rj ∈ pSp ⊗S R such that their images in Sp ⊗S R

are the same. Since all elements in pSp are nilpotent, there is e1 ≥ 0 maximal
such that ae11 6= 0. Inductively for j = 2, . . . ,m, there is ej ≥ 0 maximal such
that ae11 · · · a

ej
j 6= 0. Let a :=

∏m
j=1 a

ej
j ∈ Sp. Then by construction, a 6= 0 but

a · w =
∑m

j=1 aaj ⊗ rj = 0. So 0 = a · z =
∑n

i=1 asi ⊗ xi, i.e. asi = 0 for all i.
Since a 6= 0, one obtains si 6∈ (Sp)

×, i.e. si ∈ pSp.

From now on, we may and will assume that S is a field. In this case R is
Noetherian as it is a finitely generated S-algebra.

2) Proof that ` is algebraic over k

Assume that ` is not algebraic over k, then there is an element a ∈ ` transcen-
dental over k. By assumption, a is also transcendental over S inside R, i.e. the
polynomial ring S[a] is a subring of R. The image of the corresponding morphism
ψ : Spec(R)→ Spec(S[a]) ∼= A1

S is a dense subset of Spec(S[a]), since the ringho-
momorphism is an inclusion, and it is locally closed by [Bou98, Cor. 3, Ch. V,
§3.1]. Hence, the image is open. But for all 0 6= f ∈ k[a], the irreducible factors
of f in S[a], are invertible in ` ⊆ R. Hence, infinitely many maximal ideals of
Spec(S[a]) are not in the image of ψ – contradicting that the image is open.

3) Proof that ` is finite over k

For showing that ` is indeed finite over k, we give a bound on [`′ : k] for any
`′ ⊆ ` which is finite over k, and this bound only depends on data of R. Since `
is the union of all its finite subextensions this proves finiteness of `.

For simplicity we again write ` for the finite extension `′ of k.
Let

(0) =
c⋂
i=1

qi

be a primary decomposition of the zero ideal (0) ⊆ R and pi :=
√
qi the cor-

responding prime ideals. Furthermore, let Ni ∈ N satisfy pNii ⊆ qi, i.e. for all
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y1, . . . , yNi ∈ pi, one has y1 · y2 · · · yNi ∈ qi.
1 Furthermore, for each i = 1, . . . , c

let mi ⊆ R be a maximal ideal containing pi. Then di := dimS R/mi is finite for
all i.

We claim that dimk(`) is bounded by 2 ·
∑c

i=1 di ·Ni:

First at all R→
∏c

i=1 R/qi is an injective S-algebra homomorphism and R/qi
is irreducible with unique minimal ideal pi.
Letting q̃i := qi∩ (S⊗k `), and p̃i := pi∩ (S⊗k `) =

√
q̃i, then (S⊗k `)/q̃i embeds

into R/qi, and S⊗k `→
∏c

i=1(S⊗k `)/q̃i is injective. It therefore suffices to show
that dimS ((S ⊗k `)/q̃i) ≤ 2diNi holds for each i. In the following we therefore
consider an arbitrary component and will omit the index i.

Since (S⊗k `)/q̃ is a finite S-algebra, and p̃ is its unique minimal prime ideal,
(S⊗k`)/q̃ is a local Artinian algebra with residue field (S⊗k`)/p̃. Since (S⊗k`)/p̃
is a field, the composition

(S ⊗k `)/p̃ ↪→ R/p→ R/m

is injective. Hence,

dimS ((S ⊗k `)/p̃) ≤ dimS (R/m) = d.

It remains to show that dim(S⊗k`)/p̃ ((S ⊗k `)/q̃) ≤ 2N .

As a tensor product of fields and as `/k is finite, S ⊗k ` is a finite direct
product of local artinian algebras with residue fields being finite extensions of S.
The local algebra over some finite extension S ′ of S is given as S ′⊗k′ k̃ for a finite
extension k′ of k contained in S ′ and a purely inseparable extension k̃/k′.

In particular, also the algebra (S⊗k`)/q̃ is of that form (as it is just isomorphic
to one factor of (S⊗k `)). Hence, let S ′, k′ and k̃ be such that (S⊗k `)/p̃ ∼= S ′ and
(S⊗k `)/q̃ ∼= S ′⊗k′ k̃. As k̃ is purely inseparable over k′, there are x1, . . . , xt ∈ k̃,
m1, . . . ,mt ∈ N and a1, . . . , at ∈ k′ such that

k̃ = k′[x1, . . . , xt]/
(
xp

m1

1 − a1, . . . , x
pmt
t − at

)
.

where p denotes the characteristic of the fields. As S ′ ⊗k′ k̃ is local with residue

field S ′, there are also s1, . . . , st ∈ S ′ such that sp
mj

j = aj for all j = 1, . . . , t, and

S ′ ⊗k′ k̃ is given as

S ′ ⊗k′ k̃ ∼= S ′[x1, . . . , xt]/
(
(x1 − s1)p

m1 , . . . , (xt − st)p
mt
)
.

In particular its nilradical (corresponding to p̃) is generated by (x1− s1, . . . , xt−
st).

Since p̃N ⊆ q̃, and (x1 − s1)p
m1−1 · · · (xt − st)p

mt−1 6= 0 we obtain that

N >

t∑
j=1

(pmj − 1) ≥
t∑

j=1

1

2
pmj =

1

2
dimS′(S

′ ⊗k′ k̃).

1This Ni exists since R is Noetherian and therefore pi is finitely generated.

27



Therefore, we have shown that dim(S⊗k`)/p̃ ((S ⊗k `)/q̃) < 2N .

2.2 Setup and basic properties
sec:setup

In this section, we set up an abstract framework in which we can prove theorems
on Picard-Vessiot extensions, as well as their Galois groups. The theorems thus
apply to all kinds of differential and difference Galois theories which match the
basic setup given below. The setup therefore provides a uniform approach to the
existing theories.

We consider the following setup:

(C1) C is a locally small abelian symmetric monoidal category with unit object
1 ∈ C. We assume that 1 is a simple object in C.

(C2) C is cocomplete, i.e. C is closed under small inductive limits.

(F1) There is a scheme X , and an additive tensor functor υ : C → Qcoh(X ) from
C to the category of quasi-coherent OX -modules which is faithful, exact and
preserves small inductive limits. (In particular, υ(1) = OX .)

(F2) M ∈ C is dualizable whenever υ(M) is a finitely generated OX -module.

Remark 2.2.1. 1. The presence of a faithful functor υ : C → Qcoh(X ) as
stated in (F1) already implies that all MorC(M,N) are abelian groups,
i.e. that C is locally small. Hence, we could have ommitted this condition
in (C1). However, in this section and Section 2.3, we will not use conditions
(F1) and (F2) and therefore need the condition “locally small” in (C1).

2. By an objectM ∈ C being dualizable, we mean thatM admits a (right) dual,
i.e. an object M∨ ∈ C together with two morphisms evM : M ⊗M∨ → 1

(evaluation) and δM : 1→M∨ ⊗M (coevaluation) such that the diagrams

M∨ ∼= 1⊗M∨ δM⊗idM∨//

idM∨ ))

M∨⊗M⊗M∨

idM∨⊗evM
��

M∨⊗1 ∼= M∨

and M ∼= M⊗1idM⊗δM//

idM ((

M⊗M∨⊗M
evM⊗idM
��

1⊗M ∼= M

commute.

Example 2.2.2. All the settings mentioned in the introduction are examples for
the category C.
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In the remainder of this section, C will be a category satisfying properties
(C1) and (C2).

Let k := EndC(1) denote the ring of endomorphisms of the unit object 1.
Then by simplicity of 1, k is a division ring, and even a field, as EndC(1) is
always commutative.

Let vectk denote the category of k-vector spaces, and vectk the subcategory
of finite dimensional k-vector spaces. There is a functor ⊗k : C × vectk → C such
that M ⊗k kn = Mn and in general M ⊗k V ∼= Mdim(V ) (cf. [DM82], p. 21 for
details).
As C is cocomplete, the functor ⊗k can be extended to ⊗k : C × vectk → C via

M ⊗k V := lim−→
W⊂V

fin.dim.

M ⊗k W.

This functor fulfills a functorial isomorphism of k-vector spaces

MorC(N,M ⊗k V ) ∼= MorC(N,M)⊗k V for all M,N ∈ C, V ∈ vectk,

where the tensor product on the right hand side is the usual tensor product of
k-vector spaces. Recall that MorC(N,M) is a k-vector space via the action of
k = EndC(1).

The functor ⊗k induces a tensor functor ι : vectk → C given by ι(V ) := 1⊗kV ,
and one obviously has M ⊗k V ∼= M ⊗ ι(V ) (the second tensor product taken in
C). The functor ι is faithful and exact by construction. Since ι is an exact tensor
functor and all finite dimensional vector spaces have a dual (in the categorial
sense), all objects ι(V ) for V ∈ vectk are dualizable in C.

There is also a functor (−)C := MorC(1,−) : C → vectk from the category C
to the category of all k-vector spaces.

Remark 2.2.3. As already mentioned in the introduction, in the differential case
MC = M∂ is just the k-vector space of constants of the differential module M .
In the difference case (with endomorphism σ), MC equals the invariants Mσ of
the difference module M .
The functor ι corresponds to the construction of “trivial” differential (resp. differ-
ence) modules by tensoring a k-vector space with the differential (resp. difference)
base field F .

The following proposition gives some properties of the functors ι and (−)C

which are well known for differential resp. difference modules.
prop:first-properties-cat

Proposition 2.2.4. Let C be a category satisfying (C1) and (C2), and let ι and
()C be as above. Then the following hold.

1. If V ∈ vectk, then any subobject and any quotient of ι(V ) is isomorphic to
ι(W ) for some W ∈ vectk.
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2. If V ∈ vectk, then ι(V ) ∈ C has finite length and length(ι(V )) = dimk(V ).

3. If M ∈ C has finite length, then MC ∈ vectk and dimk(M
C) ≤ length(M).

Proof. 1. First consider the case that V ∈ vectk is of finite dimension. We show
the claim by induction on dim(V ).
The case dim(V ) = 0 is trivial. Let V ∈ vectk and N ∈ C be a subobject of
ι(V ), and let V ′ ⊆ V be a 1-dimensional subspace. Then one has a split exact
sequence of k-vector spaces 0 → V ′ → V → V/V ′ → 0 and therefore a split
exact sequence

0→ ι(V ′)→ ι(V )→ ι(V/V ′)→ 0

in C. Since N is a subobject of ι(V ), the pullback N ∩ ι(V ′) is a subobject of
ι(V ′) ∼= 1. As 1 is simple, N ∩ ι(V ′) = 0 or N ∩ ι(V ′) = ι(V ′).
In the first case, N ↪→ ι(V/V ′), and the claim follows by induction on dim(V ).
In the second case, by induction N/ι(V ′) is isomorphic to ι(W ) for some sub-
space W ⊆ ι(V/V ′). If W ′ denotes the preimage of W under the epimorphism
V → V/V ′, one has a commutative diagram with exact rows

0 // ι(V ′) //

∼=
��

N //

��

ι(W ) //

∼=
��

0

0 // ι(V ′) // ι(W ′) // ι(W ) // 0

,

and therefore N ∼= ι(W ′).

If V ∈ vectk has infinite dimension, we recall that ι(V ) = lim−→
W⊂V

fin.dim.

ι(W ) and

hence, for any subobject N ⊆ ι(V ), one has

N = lim−→
W⊂V

fin.dim.

N ∩ ι(W ).

From the special case of finite dimension, we obtain N ∩ ι(W ) = ι(W ′) for
some W ′ related to W , and therefore

N = lim−→
W⊂V

fin.dim.

ι(W ′) = ι

 lim−→
W⊂V

fin.dim.

W ′

 .

Now let V ∈ vectk be arbitrary and, let N be a quotient of ι(V ). Then by
the previous, Ker(ι(V )→ N) is of the form ι(V ′) for some V ′ ⊆ V , and hence
N ∼= ι(V )/ι(V ′) ∼= ι(V/V ′), as ι is exact.

2. By part (i), every sequence of subobjects 0 = N0 ( N1 ( · · · ( ι(V ) is
induced via ι by a sequence of subvector spaces 0 = W0 ( W1 ( · · · ( V .
Hence, length(ι(V )) = dimk(V ).
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3. We use induction on the length of M . If M has length 1, then M is a simple ob-
ject. Since 1 also is simple, every morphism in MC = MorC(1,M) is either 0 or
an isomorphism. In particular, k = EndC(1) acts transitively on MorC(1,M),
which shows that dimk(MorC(1,M)) is 0 or 1. For the general case, take a
subobject 0 6= N 6= M of M . Applying the functor ()C = MorC(1,−) to the
exact sequence 0→ N →M →M/N → 0 leads to an exact sequence

0→ NC →MC → (M/N)C,

as the functor MorC(X,−) is always left-exact.
Hence, dimk(M

C) ≤ dimk(N
C) + dimk((M/N)C). Since N and M/N have

smaller length than M , we obtain the claim by induction using length(M) =
length(N) + length(M/N).

prop:adjointness

Proposition 2.2.5. Let C be a category satisfying (C1) and (C2) and let ι and
()C be as above. Then the following hold.

1. The functor ι is left adjoint to the functor ()C, i.e. for all V ∈ vectk, M ∈ C,
there are isomorphisms of k-vector spaces MorC(ι(V ),M) ∼= Homk(V,M

C)
functorial in V and M .

2. For every V ∈ vectk, the homomorphism ηV : V → (ι(V ))C which is adjoint
to idι(V ) is an isomorphism.

3. For every M ∈ C, the morphism εM : 1 ⊗k MorC(1,M) = ι(MC) → M
which is adjoint to idMC is a monomorphism.

rem:iota-full

Remark 2.2.6. 1. Whereas in the differential resp. difference settings, part
(i) and (ii) are easily seen, part (iii) amounts to saying that any set v1, . . . , vn ∈
MC of constant (resp. invariant) elements of M which are k-linearly inde-
pendent, are also independent over the differential (resp. difference) field F .
This is proven in each setting separately. However, Amano and Masuoka
provide an abstract proof (which is given in [Ama05, Prop. 3.1.1]) which
relies on the Freyd embedding theorem.

2. The collection of homomorphisms (ηV )V ∈vectk is just the natural transfor-
mation η : idvectk → (−)C◦ι (unit of the adjunction) whereas the morphisms
εM form the natural transformation ε : ι ◦ (−)C → idC (counit of the ad-
junction). By the general theory on adjoint functors, for all V,W ∈ vectk,
the maps Homk(V,W )→ MorC(ι(V ), ι(W )) induced by applying ι are just
the compositions

Homk(V,W )
ηW ◦(−) //Homk(V, ι(W )C) MorC(ι(V ), ι(W ))'

adjunctionoo
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(cf. [ML98],p. 81,eq. (3) and definition of η). This implies that ηW is a
monomorphism for allW ∈ vectk if and only if Homk(V,W )→ MorC(ι(V ), ι(W ))
is injective for all V,W ∈ vectk, i.e. if ι is a faithful functor. Furthermore,
ηW is a split epimorphism for all W ∈ vectk if and only if Homk(V,W ) →
MorC(ι(V ), ι(W )) is surjective for all V,W ∈ vectk, if and only if ι is a
full functor. In particular, ηW being an isomorphism for all W ∈ vectk is
equivalent to ι being a fully faithful functor.

Proof of Prop. 2.2.5. 1. For V ∈ vectk and M ∈ C we have natural isomorphisms

MorC(ι(V ),M) ∼= MorC(1,M ⊗ ι(V )∨) ∼= MorC(1,M ⊗k V ∨)
∼= MorC(1,M)⊗k V ∨ ∼= Homk(V,MorC(1,M))

= Homk(V,M
C)

If V is of infinite dimension the statement is obtained using that MorC and
Homk commute with inductive limits, i.e.

MorC(ι(V ),M) = MorC( lim−→
W⊂V
fin.dim

ι(W ),M) = lim←−
W⊂V
fin.dim

MorC(ι(W ),M)

∼= lim←−
W⊂V
fin.dim

Homk(W,M
C) = Homk(V,M

C).

2. We have, (ι(V ))C = MorC(1,1 ⊗k V ) ∼= MorC(1,1) ⊗k V ∼= k ⊗k V = V , and

the morphism idι(V ) corresponds to idV : V
ηV−→ (ι(V ))C ∼= V via all these

natural identifications.

3. Let M ∈ C and N := Ker(εM) ⊆ ι(MC). By Prop. 2.2.4(i), there is a subspace
W ofMC such thatN = ι(W ). Hence, we have an exact sequence of morphisms

0→ ι(W )→ ι(MC)
εM−→M.

Since ()C is left exact, this leads to the exact sequence

0→ (ι(W ))C → (ι(MC))C
(εM )C−−−→ MC

But ηV : V → (ι(V ))C is an isomorphism for all V by part (ii). So we obtain
an exact sequence

0→ W →MC (εM )C◦η
MC−−−−−−→MC,

and the composite (εM)C ◦ ηMC is the identity on MC by general theory on
adjoint functors (cf. [ML98, Ch. IV, Thm. 1]). Hence, W = 0.
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2.3 C-algebras and base change
sec:c-algebras

We recall some notation which are already present in [ML65, Ch. 17 & 18], and
refer to loc. cit. for more details. The reader should be aware that a “tensored
category” in [ML65] is the same as an “abelian symmetric monoidal category”
here.
A commutative algebra in C (or a C-algebra for short) is an object R ∈ C
together with two morphisms uR : 1→ R and µR : R⊗R→ R satisfying several
commuting diagrams corresponding to associativity, commutativity and the unit.
For instance,

µR ◦ (uR ⊗ idR) = idR = µR ◦ (idR ⊗ uR)

says that uR is a unit for the multiplication µR (cf. [ML65, Ch. 17]; although the
term “C-algebra” in [ML65] does not include commutativity).

For a C-algebra R we define CR to be the category of R-modules in C, i.e. the
category of pairs (M,µM) where M ∈ C and µM : R ⊗M → M is a morphism
in C satisfying the usual commuting diagrams for turning M into an R-module
(cf. [ML65, Ch. 18]).2 The morphisms in CR are morphisms in C which com-
mute with the R-action. The category CR is also an abelian symmetric monoidal
category with tensor product ⊗R defined as

M ⊗R N := Coker((µM ◦ τ)⊗ idN − idM ⊗ µN : M ⊗R⊗N →M ⊗N),

where τ : M ⊗R→ R⊗M is the twist morphism (see [ML65, Prop. 18.3]).

A C-ideal I of a C-algebra R is a subobject of R in the category CR, and R
is called a simple C-algebra, if 0 and R are the only C-ideals of R, i.e. if R is a
simple object in CR.

Definition 2.3.1. For a C-algebra R, the additive right-exact functor ()R :
(C,⊗) → (CR,⊗R),M 7→ MR := (R ⊗M,µR ⊗ idM) is called the base change
functor. It is even a tensor functor, and it is a left adjoint to the forgetful functor
CR → C (see [ML65, Thm. 18.2]).
We can also base change the functors ι and ()C. In more details, having in mind
that EndCR(R) = MorC(1, R) = RC:

ιR : mod RC → CR, V 7→ R⊗ι(RC) ι(V )

and

()CR : CR → mod RC ,M 7→ MorCR(R,M) = MorC(1,M) = MC.

A special case is given, if R = ι(A) for some commutative k-algebra A. In this
case, ιR is “the same” as ι. This case corresponds to an extension by constants
in the theory of differential or difference modules.

2Most times, we will omit the µM in our notation, and just write M ∈ CR.
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Proposition 2.3.2. The functor ιR is left adjoint to the functor ()CR.

Proof. Let V ∈ mod RC and M ∈ CR, then

MorCR(ιR(V ),M) = MorCR(R⊗ι(RC) ι(V ),M) = MorC
ι(RC)

(ι(V ),M)

is the subset of MorC(ι(V ),M) given by all f ∈ MorC(ι(V ),M) such that the
diagram

ι(RC)⊗ ι(V )
id⊗f //

ι(µV )

��

ι(RC)⊗M
µM

��
ι(V )

f //M

commutes. On the other hand, HomRC(V,M
CR) = HomRC(V,M

C) is the subset
of Homk(V,M

C) given by all g ∈ Homk(V,M
C) such that the diagram

RC ⊗k V
id⊗g //

µV
��

RC ⊗k MC

(µM )C

��
V

g //MC

commutes. Assume that f and g are adjoint morphisms (i.e. correspond to each
other via the bijection MorC(ι(V ),M) ∼= Homk(V,M

C) of Prop.2.2.5(i)), then
the commutativity of the first diagram is equivalent to the commutativity of the
second, since the bijection of the hom-sets is natural.

lemma:ideal-bijection::abstract

Lemma 2.3.3. Let A be a commutative k-algebra. Then ιι(A) and ()Cι(A) define
a bijection between the ideals of A and the C-ideals of ι(A).

Proof. By definition ιι(A)(I) = ι(I) for any I ∈ mod A. Furthermore, by
Prop. 2.2.4(i), ι induces a bijection between the k-subvector spaces of A and
the subobjects of ι(A) in C. The condition on I being an ideal of A (resp. of
ι(I) being an ideal of ι(A)) is equivalent to the condition that the composite

A ⊗k I
µA−→ A → A/I (resp. the composite ι(A) ⊗ ι(I)

µι(A)−−−→ ι(A) → ι(A)/ι(I))
is the zero map. Hence, the condition for ι(I) is obtained from the one for I by
applying ι, and using that ι is an exact tensor functor. Since ι is also faithful,
these two conditions are indeed equivalent.

In the special case that A is a field, one obtains the following corollary.
cor:still-simple::abstract

Corollary 2.3.4. Let ` be a field extension of k, then ι(`) is a simple C-algebra.

Remark 2.3.5. As ιR and ()CR are adjoint functors, there are again the unit and
the counit of the adjunction. By abuse of notation, we will again denote the unit
by η and the counit by ε. There might be an ambiguity which morphism is meant
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by εM if (M,µM) is an object in CR. However, when M is explicitly given as an
object of CR, then εM : ιR(MCR)→M is meant. This is the case, for example, if
M = NR is the base change of an object N ∈ C.
In cases where the right meaning of εM would not be clear, we always give the
source and the target of εM .

prop:on-iota-r

Proposition 2.3.6. Assume that, ιR is exact and faithful 3, and that any subob-
ject of Rn is of the form ιR(W ), then the following holds.

1. For every V ∈ ModRC , every subobject of ιR(V ) is isomorphic to ιR(W ) for
some W ⊆ V .

2. For every V ∈ ModRC , the morphism ηV : V → (ιR(V ))CR is an isomor-
phism.

3. For every M ∈ CR, the morphism εM : ιR(MCR)→M is a monomorphism.

The most important cases where the proposition applies is on the one hand
the case R = ι(A) for some commutative k-algebra A (in which case ιR = ι), and
on the other hand R being a simple C-algebra.

Proof. 2. We show that ηV : V → (ιR(V ))CR is an isomorphism for all V ∈
ModRC . As ι is faithful by assumption, all ηV are monomorphisms (cf. Rem. 2.2.6).
For showing that ηV is an epimorphism, it is enough to show that the natural
map

RC ⊗k V = (R⊗ ι(V ))CR → (ιR(V ))CR

is an epimorphism, where on the left hand side, V is considered just as a k-
vector space. Saying that this map is epimorphic is equivalent to saying that
any morphism g : R → ιR(V ) in CR can be lifted to a morphism f : R →
R⊗ ι(V ) in CR. So let g : R→ ιR(V ) be a morphism in CR, and let P be the
pullback of the diagram

P
pr1 // //

pr2
��

R

g

��
R⊗ ι(V )

p // // ιR(V )

.

Then P is a subobject of R⊕ (R⊗ ι(V )) ∼= R1+dimk(V ), and hence by assump-
tion, P = ιR(W ) for some W ∈ mod RC . By adjointness, pr1 corresponds
to some RC-homomorphism q : W → RCR = RC, i.e. pr1 = εR ◦ ιR(q). Since

3For differential rings this means that the ring R is faithfully flat over ι(RC).
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εR : R = ιR
(
RCR

)
→ R is the identity, and pr1 is an epimorphism, faithful-

ness of ιR implies that also q is an epimorphism. Therefore, there is a RC-
homomorphism s : RC → W such that q ◦ s = idRC . Let f be the morphism
f := pr2 ◦ ιR(s) : R→ R⊗ ι(V ), then

p ◦ f = p ◦ pr2 ◦ ιR(s) = g ◦ pr1 ◦ ιR(s) = g ◦ ιR(q ◦ s) = g.

Hence, f is a lift of g.

1. We show that any subobject of ιR(V ) is of the form ιR(W ) for some submodule
W of V . The case of a quotient of ιR(V ) then follows in the same manner
as in Prop. 2.2.4. Let N ⊆ ιR(V ) be a subobject in CR. Then the pullback
of N along p : R ⊗ ι(V ) → ιR(V ) is a subobject of R ⊗ ι(V ), hence by
assumption of the form ιR(W̃ ) for some W̃ ⊆ (RC)dimk(V ). Furthermore, as
ηV is an isomorphism, the restriction p|ιR(W̃ ) : ιR(W̃ ) → ιR(V ) is induced by

some homomorphism f : W̃ → V (cf. Remark 2.2.6). By exactness of ιR, we
finally obtain N = Im(ιR(f)) = ιR(Im(f)) = ιR(W ) for W := Im(f).

3. The proof that εM : ιR(MCR) → M is a monomorphism is the same as in
Prop. 2.2.5.

lemma:when-eps-is-iso

Lemma 2.3.7. Let R be a simple C-algebra. Then for N ∈ CR, the morphism εN
is an isomorphism if and only if N is isomorphic to ιR(V ) for some V ∈ ModRC .

Proof. If εN is an isomorphism, then N ∼= ιR(V ) for V := NCR . On the other
hand, let N ∼= ιR(V ) for some V ∈ ModRC . Since ιR(ηV ) ◦ ειR(V ) = idιR(V )

(cf. [ML98, Ch. IV, Thm. 1]) and ηV is an isomorphism, ειR(V ) is an isomorphism.
Hence, εN is an isomorphism.

prop:subcat-of-trivial-modules

Proposition 2.3.8. Let R be a simple C-algebra. Then the full subcategory of CR
consisting of all N ∈ CR such that εN is an isomorphism is a monoidal subcategory
of CR and is closed under taking direct sums, subquotients, small inductive limits,
and duals of dualizable objects in CR.

Proof. Using the previous lemma, this follows directly from Prop. 2.3.6(i), and
the fact that ιR is an additive exact tensor functor.

2.4 Solution rings and Picard-Vessiot rings
sec:solution-rings

From now on we assume that C satisfies all conditions (C1), (C2), (F1) and (F2).
lemma:dualizables-are-projective-of-finite-rank

Lemma 2.4.1. Let M ∈ C be dualizable. Then υ(M) is a finitely generated
locally free OX -module of constant rank.
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Proof. If M ∈ C is dualizable, then υ(M) is dualizable in Qcoh(X ), since υ is a
tensor functor, and tensor functors map dualizable objects to dualizable objects
(and their duals to the duals of the images). By [Del90, Prop. 2.6], dualizable
objects in Qcoh(X ) are exactly the finitely generated locally free OX -modules.
Hence, υ(M) is finitely generated and locally free whenever M is dualizable.

To see that the rank is constant, let d ∈ N be the maximal local rank of υ(M),
and consider the d-th exterior power Λ := Λd(M) ∈ C which is non-zero by the
choice of d. Hence, the evaluation morphism evΛ : Λ⊗Λ∨ → 1 is non-zero. Since
1 is simple, and the image of evΛ is a subobject of 1, the morphism evΛ is indeed
an epimorphism. Hence the evaluation

evυ(Λ) = υ(evΛ) : υ(Λ)⊗OX υ(Λ)∨ → OX

is surjective which implies that υ(Λ) ⊗OX OX ,x 6= 0 for any point x of X . But
this means that any local rank of υ(M) is at least d, i.e. υ(M) has constant rank
d.

rem:dualizables-are-projective

Remark 2.4.2. With respect to the previous lemma, condition (F2) implies that
if υ(M) is finitely generated for some M ∈ C, then υ(M) is even locally free and
of constant rank. This also implies the following:
If M is dualizable, then υ(M) is finitely generated and locally free. Further,
for every epimorphic image N of M , the OX -module υ(N) is also finitely gener-
ated and hence, locally free. But then for any subobject N ′ ⊆ M the sequence
0 → υ(N ′) → υ(M) → υ(M/N ′) → 0 is split exact, since υ(M/N ′) as an epi-
morphic image is locally free. Therefore υ(N ′) is also a quotient of υ(M), in
particular υ(N ′) is finitely generated and locally free.
So given a dualizable M ∈ C, all subquotients of finite direct sums of objects
M⊗n ⊗ (M∨)⊗m (n,m ∈ N) are dualizable. Hence, the strictly full tensor sub-
category of C generated by M and M∨ – which is exactly the full subcategory
of C consisting of all objects isomorphic to subquotients of finite direct sums of
objects M⊗n ⊗ (M∨)⊗m (n,m ∈ N) – is a rigid abelian tensor category and will
be denoted by 〈〈M〉〉. Furthermore by definition, υ is a fibre functor and therefore
〈〈M〉〉 is even a Tannakian category (cf. [Del90, Section 2.8]).

By [Del90, Cor. 6.20], there exists a finite extension k̃ of k and a fibre functor
ω : 〈〈M〉〉 → vectk̃. In view of Thm. 2.5.5 in Section 2.5, this implies that there is
a Picard-Vessiot ring for M over k̃.

We will see later (cf. Cor. 2.4.13) that for every simple minimal solution ring
R, the field RC = EndCR(R) is a finite field extension of k.

Definition 2.4.3. Let M ∈ C.
A solution ring for M is a C-algebra R such that the morphism

εMR
: ιR

(
(MR)CR

)
→MR = R⊗M

is an isomorphism.
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A Picard-Vessiot ring for M is a minimal solution ring R which is a simple
C-algebra, and satisfies RC := EndCR(R) = k. Here, minimal means that for
any solution ring R̃ ∈ C that admits a monomorphism of C-algebras to R, this
monomorphism is indeed an isomorphism.

Remark 2.4.4. Comparing with the differential setting, (MR)CR is just the so
called solution space (R ⊗F M)∂ of M over R, and εMR

is the canonical homo-
morphism R⊗R∂ (R⊗F M)∂ → R⊗F M .
When R is a simple C-algebra (i.e. in the differential setting a simple differential
ring), then by Prop.2.3.6(iii), εMR

is always a monomorphism. Hence, for a sim-
ple C-algebra R, the condition for being a solution ring means that the solution
space is as large as possible, or in other words that R⊗M has a basis of constant
elements, i.e. is a trivial differential module over R.

prop:image-of-solution-rings

Proposition 2.4.5. Let R be a solution ring for some dualizable M ∈ C, and let
f : R → R′ be an epimorphism of C-algebras. Assume either that R′ is a simple
C-algebra or that (R ⊗M)C is a free RC-module. Then R′ is a solution ring for
M as well.

Remark 2.4.6. If (R⊗M)C is a free RC-module, then it is automatically free of
finite rank, and the rank is the same as the global rank of υ(M) as OX -module
which exists by Lem. 2.4.1.

Proof of Prop. 2.4.5. As f : R → R′ is an epimorphism and M is dualizable,
f ⊗ idM : R⊗M → R′ ⊗M is an epimorphism, too. As the diagram

ιR
(
(R⊗M)C

) εMR //

��

MR = R⊗M

f⊗idM
����

ιR′
(
(R′ ⊗M)C

) εMR′ //MR′ = R′ ⊗M

commutes and εMR
is an isomorphism by assumption on R, the morphism εMR′

is an epimorphism.

If R′ is simple, then by Prop. 2.3.6(iii) the morphism εMR′
is a monomorphism,

hence an isomorphism. Therefore, R′ is a solution ring.

Assume now, that (R⊗M)C is a free RC-module of rank n. Then ιR(R⊗M)C ∼=
ιR
(
(RC)n

)
= Rn. Composing with εMR

leads to an isomorphism Rn
∼=−→ R ⊗M .

We therefore obtain an isomorphism α : (R′)n → R′ ⊗M by tensoring with R′.
Applying the natural transformation ε to this isomorphism, we get a commutative
square

R′n = ιR′
(
(R′n)C

) ιR′ (α
C)

∼=
//

εR′n∼=
��

ιR′
(
(R′⊗M)C

)
εMR′

��
R′n α

∼=
// R′⊗M,
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which shows that εMR′
is an isomorphism, too.

thm:exists-sol-ring

Theorem 2.4.7. Let M ∈ C be dualizable. Then there exists a non-zero solution
ring for M .

Proof. We show the theorem by explicitly constructing a solution ring. This
construction is motivated by the Tannakian point of view in [DM82] and by
Section 3.4 in [And01].
Let n := rank(υ(M)) be the global rank of the OX -module υ(M) which exists by

Lemma 2.4.1. We then define U to be the residue ring of Sym
(

(M ⊗ (1n)∨) ⊕

(1n ⊗M∨)
)

subject to the ideal generated by the image of the morphism

(−ev, idM ⊗ δ1n ⊗ idM∨) : M ⊗M∨ → 1⊕ (M ⊗ (1n)∨ ⊗ 1n ⊗M∨)

⊂ Sym
(

(M ⊗ (1n)∨)⊕ (1n ⊗M∨)
)
.

First we show that U 6= 0 by showing υ(U) 6= 0. By exactness of υ, the ring
υ(U) is given as the residue ring of Sym ((υ(M)⊗OX (O n

X )∨)⊕ (O n
X ⊗OX υ(M)∨))

subject to the ideal generated by the image of (−evυ(M), id⊗ δO nX ⊗ id).

Let U = Spec(S) ⊆ X be an affine open subset such that M̃ := υ(M)(U)
is free over S. Let {b1, . . . , bn} be a basis of M̃ and b∨1 , . . . , b

∨
n ∈ M̃∨ the corre-

sponding dual basis. Then υ(U)(U) is generated by xij := bi ⊗ e∨j ∈ M̃ ⊗ (Sn)∨

and yji := ej ⊗ b∨i ∈ Sn⊗ (M̃)∨ for i, j = 1, . . . , n, where {e1, . . . , en} denotes the
standard basis of Sn and {e∨1 , . . . , e∨n} the dual basis. The relations are generated
by

b∨k (bi) = evM̃(bi ⊗ b∨k ) = (idM̃ ⊗ δSn ⊗ idM̃∨)(bi ⊗ b∨k ) =
n∑
j=1

(bi ⊗ e∨j )⊗ (ej ⊗ b∨k ),

i.e. δik =
∑n

j=1 xijyjk for all i, k = 1, . . . , n. This just means that the matrix

Y = (yjk) is the inverse of the matrix X = (xij). Hence υ(U)(U) = S[X,X−1] is
the localisation of a polynomial ring over S in n2 variables.

For showing that U is indeed a solution ring, we consider the following diagram

M
idM⊗δ1n //

idM⊗δM

��

(M⊗(1n)∨)⊗1n incl.⊗id1n //

id⊗δM
��

U⊗1n

id⊗δM
��

M⊗M∨⊗M idM⊗δ1n⊗id//

evM⊗idM

��

(M⊗(1n)∨)⊗(1n⊗M∨)⊗M incl.⊗id //

µU⊗idM

��

U⊗(1n⊗M∨)⊗M

µU⊗idM

��
1⊗M uU⊗idM // U⊗M id // U⊗M.
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It is easy to see that the upper left, upper right and lower right squares all
commute. The lower left square also commutes by definition of U , since the
difference of the two compositions in question is just (−evM , idM ⊗ δ1n⊗ idM∨)⊗
idM . Furthermore the composition of the two vertical arrows on the left is just
the identity on M by definition of the dual. Tensoring the big square with U
leads to the left square of the next diagram

U ⊗M //

id
��

U ⊗ U ⊗ 1n
µU⊗id1n //

idU⊗α
��

U ⊗ 1n

α
��

U ⊗M idU⊗uU⊗idM // U ⊗ U ⊗M µU⊗idM // U ⊗M

where α := (µU⊗idM)◦(id⊗δM). The right square of this diagram also commutes,
as is easily checked, and the composition in the bottom row is just the identity
according to the constraints on the unit morphism uU and the multiplication map
µU . Hence, α : U ⊗ 1n → U ⊗M is a split epimorphism in C, and even in CU
(since the right square commutes). Since the rank of υ(U ⊗1n) = υ(U)n and the
rank of υ(U ⊗M) as υ(U)-modules are both n, the split epimorphism υ(α) is in
fact an isomorphism, i.e. α is an isomorphism.

Applying the natural transformation ε, we finally obtain the commutative
square

Un = ιU
(
(U⊗1n)C

) ιU (αC)

∼=
//

εUn∼=
��

ιU
(
(U⊗M)C

)
εMU
��

Un = U⊗1n α
∼=

// U⊗M,

which shows that εMU
is an isomorphism. Hence, U is a solution ring for M .

rem:universal-solution-ring

Remark 2.4.8. In the case of difference or differential modules over a difference
or differential field F , respectively, the ring U constructed in the previous proof
is just the usual universal solution algebra F [X, det(X)−1] for a fundamental
solution matrix X having indeterminates as entries. We will therefore call U the
universal solution ring for M .
This is moreover justified by the following theorem which states that U indeed
satisfies a universal property.

thm:univ-sol-ring

Theorem 2.4.9. Let R be a solution ring for M , such that (R⊗M)C is a free RC-
module, and let U be the solution ring for M constructed in Thm. 2.4.7. Then
there exists a morphism of C-algebras f : U → R. Furthermore, the image of

ι(RC)⊗ U εR⊗f−−−→ R⊗R µR−→ R does not depend on the choice of f .

Proof. By assumption, we have an isomorphism in CR:

α : Rn ∼=−→ ιR
(
(MR)CR

)
= R⊗ι(RC) ι

(
(R⊗M)C

) ∼=−→ R⊗M.
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Since M is dualizable, one has bijections

MorCR(Rn, R⊗M) ' MorCR(R⊗ (1n ⊗M∨), R) ' MorC(1
n ⊗M∨, R)

α 7→ α̃R := (idR ⊗ evM) ◦ (α⊗ idM∨) 7→ α̃ := α̃R|1n⊗M∨

Similarly, for the inverse morphism β := α−1 : R⊗M → Rn, one has

MorCR(R⊗M,Rn) ' MorCR(R⊗ (M ⊗ (1n)∨), R) ' MorC(M ⊗ (1n)∨, R)

β 7→ β̃R := (idR ⊗ ev1n) ◦ (β ⊗ id(1n)∨) 7→ β̃ := β̃R|M⊗(1n)∨

Therefore the isomorphism α induces a morphism of C-algebras

f : Sym
(

(M ⊗ (1n)∨)⊕ (1n ⊗M∨)
)
→ R.

We check that this morphism factors through U , i.e. we have to check that the
morphisms

M ⊗M∨ id⊗δ1n⊗id−−−−−−→M ⊗ (1n)∨ ⊗ 1n ⊗M∨ β̃⊗α̃−−→ R⊗R µR−→ R

and
M ⊗M∨ evM−−→ 1

uR−→ R

are equal. For this we consider the R-linear extensions in the category CR. By
[Del90, Sect. 2.4], the composition

M∨
R

δRn⊗idM∨
R−−−−−−→ (Rn)∨ ⊗R Rn ⊗RM∨

R
id⊗α⊗id−−−−−→M∨

R ⊗RMR ⊗R (Rn)∨
id⊗evMR−−−−−→ (Rn)∨

is just the transpose tα : M∨
R → (Rn)∨ of the morphism α, and this equals the

contragredient β∨ of β = α−1.
Hence the equality of the two morphisms reduces to the commutativity of the
diagram

MR ⊗RM∨
R

β⊗β∨ //

evMR
))

Rn ⊗R (Rn)∨

evRn

��
R.

But by definition of the contragredient (see [Del90, Sect. 2.4]), this diagram
commutes.

It remains to show that the image of ι(RC)⊗ U εR⊗f−−−→ R ⊗ R µR−→ R does not
depend on the chosen morphism f : U → R.
Given two morphism of C-algebras f, g : U → R, let α̃f , α̃g ∈ MorC(1

n ⊗M∨, R)
be the restrictions of f resp. of g to 1n ⊗M∨ ⊆ U , and let β̃f , β̃g ∈ MorC(M ⊗
(1n)∨, R) be the restrictions of f resp. of g to M ⊗ (1n)∨ ⊆ U . Furthermore, let
αf , αg ∈ MorCR(Rn,MR) and βf , βg ∈ MorCR(MR, R

n) denote the corresponding
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isomorphisms. Then by similar considerations as above one obtains that βf and
βg are the inverses of αf and αg, respectively. Then

βg ◦ αf ∈ MorCR(Rn, Rn) ' HomRC((R
C)n, (Rn)C) ' MorC

ι(RC)
(ι(RC)n, ι(RC)n)

is induced by an isomorphism on ι(RC)n (which we also denote by βg ◦ αf ).
Therefore for the ι(RC)-linear extension α̃f,ι(RC), α̃g,ι(RC) : ι(RC)⊗ 1n ⊗M∨ → R,
one has

α̃f,ι(RC) = (idR ⊗ evM) ◦ (αf |ι(RC)n ⊗ idM∨)

= (idR ⊗ evM) ◦ (αg|ι(RC)n ⊗ idM∨) ◦ ((βg ◦ αf )⊗ idM∨)

= α̃g,ι(RC) ◦ ((βg ◦ αf )⊗ idM∨) .

and similarly,
β̃f,ι(RC) = β̃g,ι(RC) ◦ ((αg ◦ βf )⊗ idM∨) .

Hence, the morphism µR ◦ (εR⊗f) : ι(RC)⊗U → R factors through µR ◦ (εR⊗g)
and by changing the roles of f and g, the morphism µR ◦ (εR⊗g) factors through
µR ◦ (εR ⊗ f). So the images are equal.

Remark 2.4.10. In the classical settings, every Picard-Vessiot ring for some
module M is a quotient of the universal solution ring U . This is also the case in
this abstract setting (see Thm. 2.4.12 below). More generally, we will see that
every simple minimal solution ring for M (i.e. without the assumption on the
constants) is a quotient of U . Conversely, in Cor. 2.4.16 we show that every
quotient of U by a maximal C-ideal m is a Picard-Vessiot ring if (U/m)C = k.
Dropping the assumption (U/m)C = k, however, one still has a simple solution
ring U/m (by Prop. 2.4.5), but U/m may not be minimal. To see this, let M = 1.
Then trivially R := 1 is a Picard-Vessiot ring for M , and the only one, since it
is contained in any other C-algebra.
The universal solution ring for M = 1, however, is given by U ∼= 1⊗k k[x, x−1].
Hence, for every maximal ideal I of k[x, x−1], m := ι(I) is a maximal C-ideal of
U = ι(k[x, x−1]) by Lemma 2.3.3. But U/m ∼= ι(k[x, x−1]/I) is only a minimal
solution ring, if k[x, x−1]/I ∼= k, i.e. U/m ∼= 1.

We continue with properties of quotients of U .
prop:properties-of-quotients-of-U

Proposition 2.4.11. Let U be the universal solution ring for some dualizable
M ∈ C, and let R be a quotient algebra of U . Then υ(R) is a finitely generated
faithfully flat OX -algebra. If in addition R is a simple C-algebra, then RC is a
finite field extension of k.

Proof. Since R is a quotient of U , it is a quotient of T := Sym
(

(M⊗(1n)∨)⊕(1n⊗

M∨)
)

. Since υ(M) is finitely generated, υ(T ) is a finitely generated OX -algebra

and therefore also υ(R) is a finitely generated OX -algebra.
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Since M is dualizable, 〈〈M〉〉 is a Tannakian category (see Rem. 2.4.2), and T
is an ind-object of 〈〈M〉〉. Being a quotient of T , R also is an ind-object of 〈〈M〉〉.
Therefore by [Del90, Lemma 6.11], υ(R) is faithfully flat over OX .

If in additionR is simple, ` := RC is a field. By exactness of ι and Prop. 2.2.5(iii),
we have a monomorphism ι(`) ↪→ R, and hence by exactness of υ, an inclusion
of OX -algebras OX ⊗k ` = υ(ι(`)) ↪→ υ(R). After localising to some affine open
subset of X , we can apply Thm. 2.1.1, and obtain that ` is a finite extension of
k.

thm:simple-minimal-solution-rings-are-quotients

Theorem 2.4.12. Let M be a dualizable object of C, and let U be the universal
solution ring for M . Then every simple minimal solution ring for M is iso-
morphic to a quotient of the universal solution algebra U . In particular, every
Picard-Vessiot ring for M is isomorphic to a quotient of U .

Proof. Let R be a simple minimal solution ring for M . Since R is simple, RC

is a field, and therefore (R ⊗ M)C is a free RC-module. Hence R fulfills the
assumptions of Theorem 2.4.9, and there is a morphism of C-algebras f : U → R.
As (U⊗M)C is a free UC-module, the image f(U) is a solution ring by Prop. 2.4.5.
As R is minimal, we obtain f(U) = R. Hence, R is the quotient of U by the
kernel of f .

cor:properties-of-simple-minimal-solution-rings

Corollary 2.4.13. Let R ∈ C be a simple minimal solution ring for some dual-
izable M ∈ C. Then υ(R) is a finitely generated faithfully flat OX -algebra, and
RC is a finite field extension of k.

Proof. This follows directly from Thm. 2.4.12 and Prop. 2.4.11.
prop:unique-pv-inside-simple-sol-ring

Proposition 2.4.14. Let M be a dualizable object of C, and let R be a simple
solution ring for M with RC = k. Then there is a unique Picard-Vessiot ring for
M inside R. This is the image of the universal solution ring U under a morphism
f : U → R.

Proof. As in the proof of Thm. 2.4.12, R fulfills the assumptions of Theorem
2.4.9, so there is a morphism of C-algebras f : U → R. By assumption on R, we
have ι(RC) = ι(k) = 1, and hence εR⊗f = f : 1⊗U = U → R. So by the second
part of Theorem 2.4.9, the image f(U) does not depend on the choice of f . In
particular, f(U) (which is a solution ring by Prop. 2.4.5) is the unique minimal
solution ring inside R. It remains to show that f(U) is a simple algebra.

Let I ⊆ U be a maximal subobject in CU (i.e. an ideal of U), let R′ := U/I
and let g : U → R′ be the canoncial epimorphism. Furthermore, let m ∈ C be
a maximal ideal of R′ ⊗ R. Since R and R′ are simple, the natural morphisms
R→ (R′⊗R)/m and R′ → (R′⊗R)/m considered in CR and CR′ , respectively, are
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monomorphisms, and it suffices to show that 1⊗ f(U) ⊆ (R′ ⊗R)/m is simple.

U
f //

g

��

R

1⊗idR
��

R′
idR′⊗1 // (R′ ⊗R)/m

g(U) = R′ is simple by construction, and so is g(U) ⊗ 1 ⊆ (R′ ⊗ R)/m.
By Theorem 2.4.9, we have ι(l) · (g(U) ⊗ 1) = ι(l) · (1 ⊗ f(U)), where l =
((R′ ⊗R)/m)C, and l is a field, since (R′ ⊗ R)/m is simple. By Corollary 2.3.4,
applied to the category CR′ , ι(l) · (g(U)⊗1) is also simple, i.e. ι(l) · (1⊗ f(U)) is
simple. Since, ι(l) · (1⊗ f(U)) ∼= l⊗k f(U) is a faithfully flat extension of f(U),
this implies that f(U) is also simple.

Remark 2.4.15. The previous proposition ensures the existence of Picard-Vessiot
rings in special cases. For example, in the differential setting over e.g. F = C(t),
if x is a point which is non-singular for the differential equation, then one knows
that the ring of holomorphic functions on a small disc around that point is a
solution ring for the equation. Hence, there exists a Picard-Vessiot ring (even
unique) for the corresponding differential module inside this ring of holomorphic
functions.
Similarly, in the case of rigid analytically trivial pre-t-motives (which form a spe-
cial case of the difference setting) the field of fractions of a given ring of restricted
power series is a simple solution ring for all these modules (cf. [Pap08]).

cor:special-quotients-are-pv-rings

Corollary 2.4.16. Let M ∈ C be dualizable, and let m be a maximal C-ideal
of the universal solution ring U for M such that (U/m)C = k. Then U/m is a
Picard-Vessiot ring for M .

Proof. By Prop. 2.4.5, U/m fulfills the conditions of R in the previous propostion.
Hence, the image of the morphism U → U/m (which clearly is U/m) is a Picard-
Vessiot ring.

cor:pv-rings-isom-over-finite-ext

Corollary 2.4.17. Let M ∈ C be dualizable, and let R and R′ be two simple
minimal solution rings for M . Then there exists a finite field extension ` of k
containing RC and (R′)C such that R⊗RC ` ∼= R′ ⊗(R′)C `.

Proof. As in the proof of the previous theorem, let f : U → R and g : U → R′ be
epimorphisms of C-algebras whose existence is guaranteed by Thm. 2.4.12. Let
m be a maximal C-ideal of R′ ⊗ R, and let ` := (R′ ⊗R/m)C. Then R′ and R
embed into R′ ⊗ R/m and hence (R′)C and RC both embed into `. Furthermore
by Thm. 2.4.9, the subrings ι(`)(g(U) ⊗ 1) and ι(`)(1 ⊗ f(U)) are equal. As `
contains both RC and (R′)C, one has ι(`)(g(U) ⊗ 1) = ι(`)(R′ ⊗ 1) ∼= R′ ⊗(R′)C `
and ι(`)(1⊗ f(U)) ∼= R ⊗RC `. Hence, R′ ⊗(R′)C ` ∼= R ⊗RC `. As in the proof of
Prop. 2.4.11, one shows that ` is indeed finite over k.

44



thm:existence-of-pv-ring

Theorem 2.4.18. Let M ∈ C be dualizable. Then there exists a Picard-Vessiot
ring for M up to a finite field extension of k, i.e. there exists a finite field extension
` of k and a Cι(`)-algebra R such that R is a PV-ring for Mι(`) ∈ Cι(`).

Proof. Let U be the universal solution ring for M , and let m ⊂ U be a maximal
C-ideal of U . Then R := U/m is a simple solution ring for M by Prop. 2.4.5, and
` := RC is a finite field extension of k by Prop. 2.4.11.
Considering now Mι(`) ∈ Cι(`), and R as an algebra in Cι(`) via εR : ι(RC) = ι(`)→
R, we obtain that R is a simple solution ring for Mι(`) with RC = `. Hence by
Prop. 2.4.14, with k replaced by ` (and C by Cι(`) etc.), there is a unique Picard-
Vessiot ring for Mι(`) inside R. Indeed also by Prop. 2.4.14, this Picard-Vessiot
ring is R itself, since the canonical morphism ι(`) ⊗ U → R is an epimorphism,
and ι(`)⊗ U is easily seen to be the universal solution ring for Mι(`).

2.5 Picard-Vessiot rings and fibre functors
sec:pv-rings-and-fibre-functors

Throughout this section, we fix a dualizable object M ∈ C. Recall that we denote
by 〈〈M〉〉 the strictly full tensor subcategory of C generated by M and M∨, i.e. the
full subcategory of C containing all objects isomorphic to subquotients of direct
sums of objects M⊗n ⊗ (M∨)⊗m for n,m ≥ 0.

In this section we consider the correspondence between Picard-Vessiot rings
R for M and fibre functors ω : 〈〈M〉〉 → vectk. The main result is Thm. 2.5.5
which states that there is a bijection between their isomorphism classes. This
generalises [And01, Thm. 3.4.2.3] to our abstract setting.

prop:fibre-functor-associated-to-pv-ring

Proposition 2.5.1. Assume R is a Picard-Vessiot ring for M . Then the functor

ωR : 〈〈M〉〉 → vectk, N 7→ (R⊗N)C

is an exact faithful tensor-functor, i.e. a fibre functor.
We call the fibre functor ωR the fibre functor associated to R.

Proof. By definition of a Picard-Vessiot ring, the morphism εMR
: R ⊗k (R ⊗

M)C → R⊗M is an isomorphism. Hence, by Prop. 2.3.8, εNR is an isomorphism
for all N ∈ 〈〈M〉〉.

Recall R⊗k (R⊗N)C = ιR((NR)C) = ιR(ωR(N)) for all N .

As υ(R) is faithfully flat over OX = υ(1) by Cor. 2.4.13, the functor N 7→
R⊗N is exact and faithful. Hence, given a short exact sequence 0→ N ′ → N →
N ′′ → 0 in 〈〈M〉〉, the sequence

0→ R⊗N ′ → R⊗N → R⊗N ′′ → 0
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is exact, and R ⊗N = 0 if and only if N = 0. Using the isomorphisms εNR etc.
the sequence

0→ R⊗k ωR(N ′)→ R⊗k ωR(N)→ R⊗k ωR(N ′′)→ 0

is exact. As ιR is exact and faithful, this implies that

0→ ωR(N ′)→ ωR(N)→ ωR(N ′′)→ 0

is exact. Furthermore, ωR(N) = 0 if and only if R ⊗k ωR(N) = 0 if and only if
R⊗N = 0 if and only if N = 0.

It remains to show that ωR is a tensor-functor which is already done by show-
ing that ε(N⊗N ′)R is an isomorphism if εNR and εN ′R are.

Given a fibre functor ω : 〈〈M〉〉 → vectk, we want to obtain a Picard-Vessiot
ring associated to ω.
Apparently, this Picard-Vessiot ring is already given in the proof of [DM82,
Thm. 3.2], although the authors don’t claim that it is a Picard-Vessiot ring.
We will recall the construction to be able to prove the necessary facts:
For N ∈ 〈〈M〉〉, one defines PN to be the largest subobject of N ⊗k ω(N)∨ such
that for all n ≥ 1 and all subobjects N ′ ⊆ Nn, the morphism

PN → N ⊗k ω(N)∨
diag−−→ Nn ⊗k ω(Nn)∨ → Nn ⊗k ω(N ′)∨

factors through N ′ ⊗k ω(N ′)∨.
For monomorphisms g : N ′ → N and epimorphisms g : N → N ′, one obtains
morphisms φg : PN → PN ′ , and therefore

Rω := lim−→
N∈〈〈M〉〉

P∨N ∈ Ind(〈〈M〉〉) ⊆ C

is welldefined. The multiplication µRω : Rω⊗Rω → Rω is induced by the natural
morphisms PN⊗L → PN ⊗ PL via dualizing and taking inductive limits.

lem:R-omega-representing

Lemma 2.5.2. The functor C−Alg→ Sets which associates to each C-algebra R′

the set of natural tensor-transformations from the functor R′⊗(ι◦ω) : 〈〈M〉〉 → CR′
to the functor R′ ⊗ id〈〈M〉〉 : 〈〈M〉〉 → CR′ is represented by the C-algebra Rω,
i.e. there is a natural bijection between the natural transformations R′⊗ (ι◦ω)→
R′ ⊗ id〈〈M〉〉 of tensor functors and the morphisms of C-algebras Rω → R′.

Proof. LetR′ be a C-algebra, and let α be a natural transformation not necessarily
respecting the tensor structure. Then for every N ∈ 〈〈M〉〉 one has a morphism

αN ∈ MorCR′ (R
′ ⊗ ι(ω(N)), R′ ⊗N) ' MorC(ι(ω(N)), R′ ⊗N)

' MorC(1, R
′ ⊗N ⊗ ι(ω(N))∨) = (R′ ⊗N ⊗ ι(ω(N))∨)C
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It is straight forward to check that such a collection of morphisms (αN)N
where αN ∈ MorC(1, R

′ ⊗N ⊗ ι(ω(N))∨) defines a natural transformation if and
only if αN ∈ MorC(1, R

′ ⊗ PN) for all N , and αN ′ = (idR′ ⊗ φg) ◦ αN whenever
φg : PN → PN ′ is defined.
On the other hand, one has

MorC(Rω, R
′) = MorC( lim−→

N∈〈〈M〉〉
P∨N , R

′)

= lim←−
N∈〈〈M〉〉

MorC(P
∨
N , R

′) ' lim←−
N∈〈〈M〉〉

MorC(1, R
′ ⊗ PN)

Hence, giving such a compatible collection of morphisms αN is equivalent to giv-
ing a C-morphism Rω → R′.
It is also not hard to check that the natural transformations that respect the
tensor structure correspond to morphisms of C-algebras R→ R′ under this iden-
tification.

Before we show that Rω is a simple solution ring for M , we need some more
results from [DM82] resp. from [Del90]:
As ω has values in k-vector spaces, 〈〈M〉〉 together with ω is a neutral Tannakian
category (see [Del90]), and therefore equivalent to the category of representations
of the algebraic group scheme G = Aut⊗(ω).
This also induces an equivalence of their ind-categories, and Rω corresponds to
the group ring k[G] with the right regular representation (cf. proof of [DM82,
Theorem 3.2]).

prop:pv-ring-associated-to-fibre-functor

Proposition 2.5.3. The object Rω ∈ Ind(〈〈M〉〉) ⊆ C associated to ω is a simple
solution ring for M , and satisfies (Rω)C = k.

rem:pv-ring-associated-to-fibre-functor

Remark 2.5.4. By Prop. 2.4.14, Rω therefore contains a unique Picard-Vessiot
ring for M . This Picard-Vessiot ring will be called the PV-ring associated to
ω. Indeed, Rω is already minimal and hence a Picard-Vessiot ring itself. This
will be seen at the end of the proof of Thm. 2.5.5. There is also a way of directly
showing that Rω is isomorphic to a quotient of the universal solution ring for M
which would also imply that Rω is a PV-ring (cf. Cor. 2.4.16). But we don’t need
this here, so we will omit it.

Proof. As ω defines an equivalence of categories 〈〈M〉〉 → Repk(G) (and also of
their ind-categories), and ω(Rω) = k[G], one obtains

(Rω)C = MorC(1, Rω) ' HomG(k, k[G]) = k[G]G = k.

For showing that Rω is simple, let I 6= Rω be an ideal of Rω in C. We even have
I ∈ Ind(〈〈M〉〉), as it is a subobject of Rω. By the equivalence of categories ω(I)
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belongs to Ind(Repk(G)), and ω(I) is an ideal of ω(Rω) = k[G]. But k[G] does
not have non-trivial G-stable ideals. Hence, ω(I) = 0, and therefore I = 0.

As seen in Lemma 2.5.2, idRω ∈ MorC(Rω, Rω) induces a natural transforma-
tion α : Rω ⊗ (ι ◦ ω) → Rω ⊗ id〈〈M〉〉, in particular it induces a CRω -morphism
αM : Rω ⊗ ι(ω(M))→ Rω ⊗M . By [DM82, Prop. 1.13], such a natural transfor-
mation is an equivalence, as 〈〈M〉〉 is rigid4. Therefore, the morphism αM is an
isomorphism. As Rω ⊗ ι(ω(M)) = ιRω(ω(M)), Lemma 2.3.7 implies that εMR

is
an isomorphism.
Hence, Rω is a solution ring for M .

thm:pv-rings-equiv-to-fibre-functors

Theorem 2.5.5. Let M ∈ C be dualizable, and let ` be a field extension of k.
Then there is a bijection between isomorphism classes of Picard-Vessiot rings R
for Mι(`) over 1̃ := ι(`) and isomorphism classes of fibre functors ω from 〈〈Mι(`)〉〉
into `-vector spaces.
This bijection is induced by R 7→ ωR and ω 7→ (PV-ring inside Rω) given in
Prop. 2.5.1 and Rem. 2.5.4, respectively.

Proof. Clearly isomorphic Picard-Vessiot rings give rise to isomorphic fibre func-
tors and isomorphic fibre functors give rise to isomorphic Picard-Vessiot rings.
Hence, we only have to show that the maps are inverse to each other up to iso-
morphisms.
By working directly in the category Cι(`) we can assume that ` = k.

On one hand, for given ω and corresponding PV-ring R, one has natural
isomorphisms

ιR(ω(N)) = R⊗k ω(N)→ NR

(see proof of Prop. 2.5.3). By adjunction these correspond to natural isomor-
phisms

λN : ω(N) ∼= (NR)C = ωR(N),

i.e. the functors ω and ωR are isomorphic.

Conversely, given a Picard-Vessiot ring R and associated fibre functor ωR, let
Rω be the simple solution ring constructed above.
As ιR = R⊗ ι and (NR)CR = ωR(N) for all N ∈ 〈〈M〉〉, the natural isomorphisms
εNR : ιR

(
(NR)CR

)
→ NR form a natural transformation R⊗(ι◦ωR)→ R⊗ id〈〈M〉〉.

By Lemma 2.5.2, this natural transformation corresponds to a morphism of C-
algebras ϕ : Rω → R. As Rω is a simple C-algebra, ϕ is a monomorphism. But R
is a minimal solution ring, and hence ϕ is even an isomorphism. Therefore, Rω is
isomorphic to R and already minimal, i.e. Rω is a Picard-Vessiot ring itself.

4Rigidity of the target category which is assumed in loc. cit. is not needed. See also [Bru94,
Prop. 1.1].
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2.6 Galois group schemes
sec:galois-groups

Given a dualizable object M ∈ C and a Picard-Vessiot ring R for M , one considers
the group functor

AutC−alg(R) : Algk → Groups

which associates to each k-algebra D the group of automorphisms of R ⊗k D as
an algebra in Cι(D), i.e. the subset of MorCι(D)

(R ⊗k D,R ⊗k D) consisting of all
isomorphisms which are compatible with the algebra structure of R⊗k D.
This functor is called the Galois group of R over 1.

On the other hand, given a fibre functor ω : 〈〈M〉〉 → vectk, one considers the
group functor

Aut⊗(ω) : Algk → Groups

which associates to each k-algebra D the group of natural automorphisms of the
functor D ⊗k ω : N 7→ D ⊗k ω(N).
As 〈〈M〉〉 together with the fibre functor ω is a neutral Tannakian category, this
group functor is called the Tannakian Galois group of (〈〈M〉〉, ω). In [Del90]
it is shown that this group functor is indeed an algebraic group scheme.

The aim of this section is to show that both group functors are isomorphic
algebraic group schemes if ω = ωR is the fibre functor associated to R.

We start by recalling facts about group functors, (commutative) Hopf-algebras
and affine group schemes. All of this can be found in [Wat79].

A group functor Algk → Groups is an affine group scheme over k if it is repre-
sentable by a commutative algebra over k. This commutative algebra then has a
structure of a Hopf-algebra. The group functor is even an algebraic group scheme
(i.e. of finite type over k) if the corresponding Hopf-algebra is finitely generated.
The category of commutative Hopf-algebras over k and the category of affine
group schemes over k are equivalent. This equivalence is given by taking the
spectrum of a Hopf-algebra in one direction and by taking the ring of regular
functions in the other direction.
For a Hopf-algebra H over k, and corresponding affine group scheme G :=
Spec(H), the category Comod(H) of right comodules of H and the category
Rep(G) of representations of G are equivalent. This equivalence is given by attach-
ing to a comodule V with comodule map ρ : V → V ⊗kH the following representa-
tion % : G → End(V ) of G: For any k-algebra D and g ∈ G(D) = Homk−alg(H,D),
the endomorphism %(g) on V ⊗k D is the D-linear extension of

g ◦ ρ : V → V ⊗k H → V ⊗k D.

On the other hand, for any representation % : G → End(V ), the universal element
idH ∈ Homk−alg(H,H) = G(H) gives a H-linear homomorphism %(idH) : V ⊗k
H → V ⊗k H, and its restriction to V ⊗ 1 is the desired comodule map ρ : V →
V ⊗k H.
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For showing that the group functors AutC−alg(R) and Aut⊗(ωR) are isomor-
phic algebraic group schemes, we show that they are both represented by the
k-vector space H := (R ⊗ R)C = ωR(R). The next lemma shows that H is a
finitely generated (commutative) k-Hopf-algebra, and hence Spec(H) is an alge-
braic group scheme over k.

Remark 2.6.1. This fact is shown for differential modules over algebraically
closed constants in [vdPS03, Thm. 2.33], and for t-motives in [Pap08, Sections
3.5-4.5].

lemma:H-is-Hopf-algebra

Lemma 2.6.2. Let R be a PV-ring for M and H := ωR(R) = (R⊗R)C.

1. The morphism εRR : R⊗kH → RR = R⊗R is an isomorphism in CR (with
R-module structure on R⊗R given on the first factor).

2. H is a finitely generated commutative k-algebra where the structure maps
uH : k → H (unit), µH : H ⊗k H → H (multiplication) are given by

uH := ωR(uR) and µH := ωR(µR),

respectively.

3. The k-algebra H is even a Hopf-algebra where the structure maps cH : H →
k (counit), ∆ : H → H ⊗k H (comultiplication) and s : H → H (antipode)
are given as follows: Counit and antipode are given by

cH := (µR)C and s := (τ)C,

respectively, where τ ∈ MorC(R ⊗ R,R ⊗ R) denotes the twist morphism.
The comultiplication is given by

∆ := ωR
(
ε−1
RR
◦ (uR ⊗ idR)

)
5

Remark 2.6.3. The definition of ∆ might look strange. Compared to other
definitions (e.g. in [Tak89, Sect. 2]), where ∆ is the map on constants/invariants
induced by the map R⊗R→ R⊗R⊗R, a⊗ b 7→ a⊗ 1⊗ b, one might think that
∆ should be defined as (idR ⊗ uR ⊗ idR)C = ωR(uR ⊗ idR). The reason for the
difference is that in [Tak89] and others, one uses (R⊗R)⊗R (R⊗R) ∼= R⊗R⊗R
with right-R-module structure on the left tensor factor (R⊗R) and left-R-module
structure on the right tensor factor (R⊗R).
In our setting, however, we are always using left-R-modules. In particular, the
natural isomorphism ωR(R)⊗k ωR(R)→ ωR(R⊗R) reads as

MorCR(R,R⊗R)⊗k MorCR(R,R⊗R)→ MorCR(R,R⊗R⊗R)

5Hence, ∆ is the image under ωR of the morphism R
uR⊗idR−−−−−→ R⊗R

ε−1
RR−−−→ R⊗k H
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where the left hand side is isomorphic to MorCR(R, (R ⊗ R) ⊗R (R ⊗ R)). But
here, this is the tensor product of left-R-modules.
The additional ε−1

RR
in the definition of ∆ solves the problem. It is also implicitly

present in the identification H ⊗k H ∼= (R ⊗ R ⊗ R)C in [Tak89] (cf. proof of
Lemma 2.4(b) loc. cit.).

Proof of Lemma 2.6.2. As R is an object of Ind(〈〈M〉〉), part (i) follows from
Prop. 2.3.8. As ωR is a tensor functor, it is clear that the structure of a commu-
tative algebra of R induces a structure of a commutative algebra on ωR(R) = H
via the maps uH and µH defined in the lemma. As in the proof of Prop. 2.4.11,
one verifies that H = ωR(R) is finitely generated as k-algebra.
Part (iii) is obtained by checking that the necessary diagrams commute. We only
show that ∆ is coassociative, i.e. that (∆⊗k idH)◦∆ = (idH ⊗k ∆)◦∆, and leave
the rest to the reader.

As ∆ = ωR
(
ε−1
RR
◦(uR⊗ idR)

)
, ∆⊗k idH = ωR

(
(ε−1
RR
⊗k idH)◦(uR⊗ idR⊗k idH)

)
and idH ⊗k ∆ = ωR(idR ⊗k ∆), it suffices to show that the morphisms

(ε−1
RR
⊗k idH) ◦ (uR ⊗ idR ⊗k idH) ◦ ε−1

RR
◦ (uR ⊗ idR) and

(idR ⊗k ∆) ◦ ε−1
RR
◦ (uR ⊗ idR)

are equal. This is seen by showing that the following diagram commutes:

R
uR⊗idR //

uR⊗idR
��

R⊗R
ε−1
RR //

uR⊗idR⊗R

��

R⊗k H
uR⊗idR⊗kH
��

R⊗R idR⊗uR⊗idR //

ε−1
RR
��

R⊗R⊗R
idR⊗ε−1

RR // R⊗R⊗k H
ε−1
RR
⊗kidH

��
R⊗k H

idR⊗k∆=ιR(∆) // R⊗k H ⊗k H

Obviously the upper squares commute. Let δ := ε−1
RR
◦ (uR ⊗ idR). Then the

middle horizontal morphism equals idR⊗ δ and the lower horizontal morphism is
ιR(∆) = ιR((idR ⊗ δ)CR). As ε is a natural transformation ιR ◦ ()CR → idCR , and
as ε−1

RR
⊗k idH = ε−1

(R⊗kH)R
, also the lower square commutes.

thm:Aut-R-represented-by-H

Theorem 2.6.4. Let R be a PV-ring for M . Then the group functor

AutC−alg(R) : Algk → Groups

is represented by the Hopf-algebra H = ωR(R) = (R⊗R)C. Furthermore Spec(υ(R))
is a torsor of AutC−alg(R) over X.
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Proof. This is shown similar to [Mau10a, Prop.10.9] or [Dyc08]. One has to use
that

δ : R
uR⊗idR−−−−→ R⊗R

ε−1
RR−−→ R⊗k H

defines a right coaction of H on R. The property of a right coaction, however, is
given by the commutativity of the diagram in the proof of Lemma 2.6.2.

The torsor property is obtained by the isomorphism υ(ε−1
RR

) : υ(R)⊗OX υ(R)→
υ(R)⊗k H.

thm:H-acting-on-omega_R

Theorem 2.6.5. Let R be a PV-ring for M and H = ωR(R).

1. For all N ∈ 〈〈M〉〉, ρN : ωR(N)→ H ⊗k ωR(N) given by

ρN := ωR
(
ε−1
NR
◦ (uR ⊗ idN)

)
6

defines a left coaction of H on ωR(N).

2. The collection ρ := (ρN)N∈〈〈M〉〉 is a natural transformation of tensor func-
tors ωR 7→ H ⊗k ωR, where H ⊗k ωR is a functor 〈〈M〉〉 → ModH .

Remark 2.6.6. By going to the inductive limit one also gets a map ρR : ωR(R)→
H⊗kωR(R). This map is nothing else then the comultiplication ∆ : H → H⊗kH.

Proof of Thm. 2.6.5. Part (i) is proven in the same manner as the coassociativity
of ∆. For proving the second part, recall that ε is a natural transformation.
Hence, for every morphism f : N → N ′ the diagram

N
uR⊗idN //

f

��

R⊗N
ε−1
NR //

idR⊗f
��

R⊗k ωR(N)

ιR((idR⊗f)C)
��

N ′
uR⊗idN′// R⊗N ′

ε−1

N′
R // R⊗k ωR(N ′)

commutes. As ιR((idR ⊗ f)C) = idR ⊗k ωR(f), applying ωR to the diagram
gives the desired commutative diagram for ρ being a natural transformation.
Compatibility with the tensor product is seen in a similar way.

thm:Aut-omega_R-represented-by-H

Theorem 2.6.7. Let R be a PV-ring for M and H = ωR(R). Then the group
functor

Aut⊗(ωR) : Algk → Groups

is represented by the Hopf-algebra H.7

6The map ε−1NR
◦ (uR ⊗ idN ) is a morphism in C: N → R⊗N → R⊗k ωR(N)

7As shown in the following proof, the representing Hopf-algebra naturally is the coopposite
Hopf-algebra Hcop of H. However, the antipode s is an isomorphism of Hopf-algebras s : H →
Hcop, hence Hcop ∼= H.
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Proof. As ρ := (ρN)N∈〈〈M〉〉 defines a left coaction of H on the functor ωR by
natural transformations, one obtains a right action of Spec(H) on ωR. Compos-
ing with the antipode (i.e. taking inverse group elements), one therefore gets a
homomorphism of group functors

ϕ : Spec(H)→ Aut⊗(ωR).

Explicitly, for any k-algebra D and h ∈ H(D) = Homk−alg(H,D), one defines
ϕ(h) ∈ Aut⊗(ωR)(D) = Aut⊗(D ⊗k ωR) as the natural transformation which for
N ∈ 〈〈M〉〉 is the D-linear extension of the composition

ωR(N)
ρN−→ H ⊗k ωR(N)

s⊗idωR(N)−−−−−−→ H ⊗k ωR(N)
h⊗idωR(N)−−−−−−→ D ⊗k ωR(N).

For showing that the homomorphism ϕ is indeed an isomorphism, we give the
inverse map:
For any k-algebra D and g ∈ Aut⊗(ωR)(D), one has the homomorphism gR ∈
EndD(D ⊗k ωR(R)) = EndD(D ⊗k H), and one defines ψ(g) ∈ H(D) as the
composition

H
s−→ H

uD⊗idH−−−−−→ D ⊗k H
gR−→ D ⊗k H

idD⊗cH−−−−→ D.

It is a straight forward calculation to check that ψ(g) is indeed a homomor-
phism of k-algebras and that ϕ and ψ are inverse to each other.

cor:auts-are-isomorphic

Corollary 2.6.8. The affine group schemes AutC-Alg(R) and Aut⊗(ωR) are iso-
morphic.

Proof. By Thm. 2.6.4 and Thm. 2.6.7 both functors are represented by the Hopf-
algebra H = ωR(R).

2.7 Galois correspondence
sec:galois-correspondence

In this section we will establish a Galois correspondence between subalgebras of a
PV-ring and closed subgroups of the corresponding Galois group. As in [Mau14],
the Galois correspondence will only take into account subalgebras which are PV-
rings themselves on the one hand, and normal subgroups on the other.

We start by recalling facts about sub-Hopf-algebras and closed subgroup
schemes which can be found in [Wat79].

In the equivalence of affine group schemes and Hopf-algebras, closed subgroup
schemes correspond to Hopf-ideals, and closed normal subgroup schemes corre-
spond to so called normal Hopf-ideals. As there is a correspondence between
closed normal subgroup schemes and factor group schemes of G by taking the
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cokernel and the kernel, respectively, there is also a correspondence between nor-
mal Hopf-ideals and sub-Hopf-algebras ([Tak72, Thm. 4.3]). This correspondence
is given by

I 7→ H(I) := Ker
(
H

∆−idH⊗uH−−−−−−−→ H ⊗k H → H ⊗k (H/I)
)
,

for a normal Hopf-ideal I, and by

H ′ 7→ (H ′)+H,

for a sub-Hopf-algebra H ′, where (H ′)+ is defined to be the kernel of the counit
cH′ : H ′ → k.

Furthermore, for a sub-Hopf-algebra H ′ ⊆ H, the category Comod(H ′) em-
beds into Comod(H) as a full subcategory.

thm:galois-correspondence-cat

Theorem 2.7.1. Let M ∈ C be dualizable, R a PV-ring for M (assuming it
exists), ω = ωR the corresponding fibre functor, H = ωR(R), and G = Spec(H) =
AutC-Alg(R) = Aut⊗(ω) the corresponding Galois group. Then there is a bijection
between

T := {T ∈ C-Alg | T ⊆ R is PV-ring for some N ∈ 〈〈M〉〉}

and
N := {N | N ≤ G closed normal subgroup scheme of G}

given by Ψ : T→ N, T 7→ AutCT -Alg(R) resp. Φ : N→ T,N 7→ RN .

Here, the ring of invariants RN is the largest subobject T of R such that for
all k-algebras D and all σ ∈ N (D) ⊂ AutCι(D)

(R⊗kD), one has σ|T⊗kD = idT⊗kD.

Equivalently, RN is the equalizer of the morphisms idR⊗uk[N ] : R→ R⊗k k[N ] 8

and R
δ−→ R⊗kH � R⊗k k[N ], where δ = ε−1

RR
◦ (uR⊗ idR) is the comodule map

of R as H-comodule, and H � k[N ] is the canonical epimorphism.

Proof of Thm. 2.7.1. The functor ωR is an equivalence of categories

ωR : 〈〈M〉〉 → comod(H),

and also of their ind-categories.9 Hence, it provides a bijection between subalge-
bras of R in C and subalgebras of H stable under the left comodule structure.
We will show that under this bijection sub-PV-rings correspond to sub-Hopf-
algebras and that this bijection can also be described as given in the theorem.

8k[N ] := ON (N ) denotes the ring of regular functions on the affine scheme N .
9Here, comod(H) denotes the category of left-H-comodules which are finite-dimensional as

k-vector spaces.
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First, let T ⊆ R be a PV-ring for some N ∈ 〈〈M〉〉. Then 〈〈N〉〉 is a full
subcategory of 〈〈M〉〉, and the fibre functor ωT : 〈〈N〉〉 → vectk corresponding
to T is nothing else than the restriction of ωR to the subcategory 〈〈N〉〉, as T
is a subobject of R. Hence, H ′ := ωR(T ) = ωT (T ) is a sub-Hopf-algebra of
H. Therefore, we obtain a closed normal subgroup scheme of G = Spec(H) as
the kernel of Spec(H) � Spec(H ′). As Spec(H) = AutC-Alg(R) and Spec(H ′) =
AutC-Alg(T ), this kernel is exactly AutCT -Alg(R).

On the other hand, letN be a closed normal subgroup scheme of G = Spec(H)
defined by a normal Hopf-ideal I of H, and

H ′ = Ker
(
H

∆−idH⊗uH−−−−−−−→ H ⊗k H � H ⊗k (H/I)
)

the corresponding sub-Hopf-algebra of H.
The subcategory comod(H ′) is generated by one object V (as every category of
finite comodules is), and the object N ∈ 〈〈M〉〉 corresponding to V via ωR, has a
PV-ring T inside R by Thm. 2.4.18, since R is a simple solution ring for N with
RC = k. Furthermore, since T is the PV-ring corresponding to the fibre functor
ωR : 〈〈N〉〉 → comod(H ′), we have ωR(T ) = H ′.

It remains to show that T = RN , i.e. that

T = Ker
(
R

δ− idR⊗kuH−−−−−−−→ R⊗k H � R⊗k k[N ] = R⊗k (H/I)
)
.

As ωR is an equivalence of categories, this is equivalent to

ωR(T ) = Ker
(
ωR(R)

ωR(δ)− ωR(idR)⊗kuH−−−−−−−−−−−−−→ ωR(R)⊗k H � ωR(R)⊗k (H/I)
)
.

But, as ωR(T ) = H ′, ωR(R) = H and ωR(δ) = ∆, this is just the definition of
H ′.
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Chapter 3

Picard-Vessiot theory over simple
iterative differential rings

chap:id-simple-rings
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Like fields are simple rings having only (0) and (1) as ideals, the Picard-Vessiot
ring is a differentially simple ring, i.e. a differential ring having only (0) and (1)
as differential ideals. Having in mind that the classical Galois theory is a theory
of extensions of fields, i.e. of simple rings, it is quite natural to ask whether
one can also set up a Picard-Vessiot theory where the base is not a differential
field, but more general a differentially simple ring. Giving a positive answer to
this question, i.e. setting up such a differential Galois theory is the task of this
chapter.

We follow here [Mau14], but have adapted it to make use of the categorical
setting. A major change to [Mau14] is the notion of a solution ring. The one used
here is compatible with the notion of a solution ring in the categorical setting,
whereas a solution ring in [Mau14] is a simple solution ring having the same
constants, here.

3.1 Basic notation
sec:notation

We review the basic notation of iterative differential rings.

An iterative derivation on a ring R is a homomorphism of rings θ : R→ R[[T ]],
such that θ(0) = idR and for all i, j ≥ 0, θ(i) ◦ θ(j) =

(
i+j
i

)
θ(i+j), where the maps

θ(i) : R→ R are defined by θ(r) =:
∑∞

i=0 θ
(i)(r)T i. The pair (R, θ) is then called

an ID-ring and CR := {r ∈ R | θ(r) = r} is called the ring of constants of
(R, θ). An ideal I�R is called an ID-ideal if θ(I) ⊆ I[[T ]] and R is ID-simple if
R has no ID-ideals apart from {0} and R. An ID-ring which is a field is called an
ID-field. Iterative derivations are extended to localisations by θ( r

s
) := θ(r)θ(s)−1

and to tensor products by

θ(k)(r ⊗ s) =
∑
i+j=k

θ(i)(r)⊗ θ(j)(s)

for all k ≥ 0.

A homomorphism of ID-rings f : S → R is a ring homomorphism f : S → R
s.t. θ

(n)
R ◦ f = f ◦ θ(n)

S for all n ≥ 0. If R̃ is an ID-ring extension of R. Then an
element r ∈ R̃ is called ID-finite over R if the R-submodule of R̃ generated by
{θ(k)(r) | k ≥ 0} is finitely generated.

For an ID-ring (R, θ), an iterative derivation on an R-module M is an

additive map θM : M → M [[T ]] such that θM(rm) = θ(r)θM(m), θ
(0)
M = idM and

θ
(i)
M ◦ θ

(j)
M =

(
i+j
i

)
θ

(i+j)
M for all i, j ≥ 0. We will refer to such a pair (M, θM) as a

module with iterative derivation.

An ID-module (M, θM) over R is a module with iterative derivation which
is finitely generated as an R-module.

A subsetN ⊆M of an ID-module (M, θM) is called ID-stable, if θ(n)(N) ⊆ N
for all n ≥ 0. An ID-submodule of (M, θM) is an ID-stable R-submodule N of
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M which is finitely generated as R-module.1 For an ID-module (M, θM) and an
ID-stable R-submodule N ⊆ M , the factor module M/N is again an ID-module
with the induced iterative derivation.

The free R-module Rn is an example of an ID-module over R with iterative
derivation given componentwise. An ID-module (M, θM) over R is called trivial
if M ∼= Rn as ID-modules, i.e. if M has a basis of constant elements.

For modules with iterative derivation (M, θM), (N, θN), the direct sum
M ⊕N is a module with iterative derivation where the iterative derivation given
componentwise, and the tensor product M ⊗R N is a module with iterative
derivation θ⊗ given by θ

(k)
⊗ (m⊗ n) :=

∑
i+j=k θ

(i)
M (m)⊗ θ(j)

N (n) for all k ≥ 0.

For modules with iterative derivation (M, θM), (N, θN), a morphism f :
(M, θM) → (N, θN) is a homomorphism f : M → N of the underlying modules

such that θ
(k)
N ◦ f = f ◦ θ(k)

M for all k ≥ 0. For a morphism f : (M, θM)→ (N, θN),
the kernel Ker(f) and the image Im(f) are ID-stable R-submodules of M resp. N .

ex:ID-rings

Example 3.1.1. 1. For any field C and R := C[t], the homomorphism of C-
algebras θt : R → R[[T ]] given by θt(t) := t + T is an iterative derivation
on R with field of constants C. This iterative derivation will be called the
iterative derivation with respect to t. R is indeed an ID-simple ring,
since for any polynomial 0 6= f ∈ R of degree n, θ(n)(f) equals the leading
coefficient of f , and hence is invertible in R = C[t].

item:der by t

2. For any field C, C[[t]] also is an ID-ring with the iterative derivation with
respect to t, given by θt(f(t)) := f(t + T ) for f ∈ C[[t]]. The constants of
(C[[t]], θt) are C, and (C[[t]], θt) also is ID-simple, since for f =

∑∞
i=n ait

i ∈
C[[t]] with an 6= 0, one has

θ
(n)
t (f) =

∞∑
i=n

ai

(
i

n

)
ti−n ∈ C[[t]]×.

Hence, every non-zero ID-ideal contains a unit. This ID-ring will play an
important role, since every ID-simple ring can be ID-embedded into C[[t]]
for an appropriate field C (comp. Thm. 3.2.4).

3. For any ring R, there is the trivial iterative derivation on R given by
θ0 : R→ R[[T ]], r 7→ r · T 0. Obviously, the ring of constants of (R, θ0) is R
itself.

4. Given a differential ring (R, ∂) containing the rationals (i.e. a Q-algebra R
with a derivation ∂), then θ(n) := 1

n!
∂n defines an iterative derivation on

R. On the other hand, for an iterative derivation θ, the map θ(1) always

1Since R may not be Noetherian, R-submodules of finitely generated modules may not be
finitely generated.
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is a derivation. Hence, differential rings containing Q are special cases of
ID-rings.
Since for a differentially simple ring in characteristic zero, its ring of con-
stants always is a field (same proof as for ID-simple rings), we see that
the Picard-Vessiot theory for ID-simple rings, we provide here, contains a
Picard-Vessiot theory for differentially simple rings in characteristic zero as
a special case.

rem:id-finiteness-questions

Remark 3.1.2. We will not assume our rings to be Noetherian. Hence, for an
ID-module over an ID-ring R, there might exist R-submodules which are stable
under the iterative derivation, but are not finitely generated as R-module, and
therefore are not ID-modules in our definition. In particular, the kernel of a
morphism of ID-modules is not an ID-module in general.
Another problem that might occur is concerned with ID-finiteness of elements.
In general, the set of ID-finite elements in a ring extension R̃ does not have any
extra structure (sums and products of ID-finite elements may be not ID-finite).
Furthermore, there might be elements r ∈ R which are not ID-finite over R, since
the ideal generated by all θ(k)(r) (k ≥ 0) does not need to be finitely generated.

For ID-simple rings, however, both points will work out fine as we will see in
Cor. 3.3.5, resp. in Prop. 3.2.2, and Cor. 3.3.6.

prop:constants-of-triv-ext

Proposition 3.1.3. Let (R, θ) be an ID-ring with constants C and let D/C be
a ring extension such that D is free as C-module, and let D be equipped with the
trivial iterative derivation θD(d) = d ∈ D[[T ]] for all d ∈ D. Then the constants
of R⊗C D are exactly the elements 1⊗ d, d ∈ D.

Proof. By definition all elements 1 ⊗ d are constant. For proving that there are
no others, let (di)i∈I be a basis of D as C-module, and consider an arbitrary
constant element

∑
i∈I ri ⊗ di ∈ R ⊗C D (almost all ri equal to 0). Then for all

k ≥ 0,

0 = θ(k)(
∑
i∈I

ri ⊗ di) =
∑
i∈I

θ(k)(ri)⊗ di.

Therefore, all ri are constant, i.e. ri ∈ C.
Hence,

∑
i∈I ri ⊗ di = 1⊗ (

∑
i∈I ridi).

3.2 Properties of ID-simple rings

We first summarize some properties of ID-simple rings:
prop:first-properties-ID

Proposition 3.2.1. Let (S, θ) be an ID-simple ring. Then

1. S is an integral domain.
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2. The field of fractions of S has the same constants as S.

3. The ring of constants of S is a field.

Proof. i) and ii) are proved in [MvdP03, Lemma 3.2]. However, ii) also follows
as a special case of Prop. 3.2.2, since constants are ID-finite elements. Part iii)
follows from ii), since the inverses of constants are constants, and hence the ring
of constants of an ID-field is indeed a field.

prop:ID-finite

Proposition 3.2.2. Let (S, θ) be an ID-simple ring. Then an element x ∈
Quot(S) is ID-finite over S if and only if x ∈ S.

Proof. If x ∈ S, then I := 〈θ(n)(x) | n ∈ N〉S is an ID-ideal of S, hence I = {0}
or I = S = 〈1〉S. In both cases I is finitely generated, and hence x is ID-finite.

Now assume x ∈ Quot(S) is ID-finite over S, so by definition the S-module
M := 〈θ(n)(x) | n ∈ N〉S ⊆ Quot(S) is finitely generated. M is also stable
under the iterative derivation, as is easily verified by calculation. The ideal
I := {s ∈ S | sm ∈ S ∀m ∈ M} is non-zero, since it contains the product of the
denominators of generators of M .
We will show that I is an ID-ideal. From this the claim follows, since by ID-
simplicity of S, this will imply I = S, and hence 1 · x ∈ S.
For all s,m ∈ Quot(S), n ∈ N the equation

θ(n)(s ·m) =
∑
i+j=n

θ(i)(s)θ(j)(m) = θ(n)(s) ·m+
n−1∑
i=0

θ(i)(s)θ(n−i)(m)

holds. In particular, for all s ∈ I, m ∈M we inductively obtain for all n ∈ N:

θ(n)(s) ·m = θ(n)(s ·m︸︷︷︸
∈S

)−
n−1∑
i=0

θ(i)(s)︸ ︷︷ ︸
∈I by ind.hyp.

θ(n−i)(m)︸ ︷︷ ︸
∈M

∈ S,

and hence, θ(n)(s) ∈ I. Therefore, I is an ID-ideal.
prop:ideal-bijection

Proposition 3.2.3. Let (S, θ) be an ID-simple ring with field of constants C =
CS, let D be a finitely generated C-algebra equipped with the trivial iterative
derivation. Then there is a bijection

I(D) oo // IID(S ⊗C D)

I � // S ⊗C I
J ∩ (1⊗C D) oo � J

between the ideals of D and the ID-ideals of S ⊗C D.
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Proof. cf. [Mau10a, Lemma 10.7].
thm:embedding

Theorem 3.2.4. Let (S, θ) be an ID-simple ring, m � S a maximal ideal, and
C = S/m the residue field. Then (S, θ) can be embedded into (C[[t]], θt) as ID-
ring.

Proof. The iterative derivation θ induces an injective ring homomorphism θ̃ :
S → S[[t]], x 7→

∑∞
n=0 θ

(n)(x)tn, and it is easy to check, that θ̃ is indeed an ID-
homomorphism (S, θ)→ (S[[t]], θt) where θt denotes the iterative derivation with
respect to t (comp. Example 3.1.12). Since m[[t]] is an ID-ideal of S[[t]] and S
is ID-simple, also θ̄ : S → (S/m)[[t]] = C[[t]] is injective which is the desired
ID-embedding.

3.3 The category of modules with iterative deriva-

tion

From now on, let (S, θ) denote an ID-simple ring.

We will consider the category C whose objects are pairs (N, θN) where N is
an S-module and θN is an iterative derivation on N , and whose morphisms are
morphisms of modules with iterative derivations.

It is easy to verify that the category C verifies (C1) and (C2) given in Section
2.2, with the tensor structure given in 3.1, and unit object 1 = (S, θ). This
can also be seen by recognizing that an S-module with iterative derivation is
nothing else than a module over the non-commutative ring S[θ(n)|n ∈ N] with
θ(i) · θ(j) =

(
i+j
i

)
θ(i+j) and

θ(n) · s =
n∑
i=0

θ(i)(s) · θ(j)

for all n ∈ N and s ∈ S (cf. [MvdP03]).

There is an obvious additive tensor functor υ : C → Mod(S) from C to the
category of S-modules which is faithful, exact and preserves small inductive lim-
its, namely the one which ”forgets” the iterative derivation. Hence, the category
C also satisfies (F1).

In the following, we will show that also (F2) is satisfied.

Remark 3.3.1. For a finitely generated S-module M , the following conditions
are equivalent (see [Bou98, Section II.5.2, Theorem 1]):

1. M is projective.

2. M is finitely presented and locally free in the weaker sense, i.e. for every
prime ideal P � S the localisation MP = SP ⊗S M is a free SP -module.
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3. M is locally free in the stronger sense: there exist x1, . . . , xr ∈ S, generating
the unit ideal, such that for each i, M [ 1

xi
] is a free S[ 1

xi
]-module.

Furthermore, Cartier showed in [Car58, Appendice, Lemme 5], that the condition
”finitely presented” in ii) is superfluous if S is an integral domain.

Since, ID-simple rings are integral domains by Proposition 3.2.1, in our situ-
ation the conditions projective, locally free in the weaker sense and locally free in
the stronger sense are equivalent for finitely generated modules.

lem:M-free

Lemma 3.3.2. Assume that S is a local ring with maximal ideal m and let
(M, θM) be an ID-module over (S, θ). Then M is a free S-module.

Proof. Let {x1, . . . , xn} be a minimal set of generators of M , and assume that
this set is S-linearly dependent, i.e. there are ri ∈ S (not all of them equal to 0)
such that r1x1 + · · · + rnxn = 0. Since S is ID-simple, for each ri there is some
ki ∈ N0 such that θ(ki)(ri) 6∈ m, i.e. θ(ki)(ri) ∈ S×. Take k ∈ N0 maximal such
that for all j < k and all i = 1, . . . , n: θ(j)(ri) ∈ m. W.l.o.g. θ(k)(r1) ∈ S×. Then
one obtains:

0 = θ
(k)
M (r1x1 + · · ·+ rnxn) =

n∑
i=1

(
k∑
j=0

θ(j)(ri)θ
(k−j)
M (xi)

)

≡
n∑
i=1

θ(k)(ri)xi mod mM

Since θ(k)(r1) is invertible, this implies x1 ∈ 〈x2, . . . , xn〉+mM , hence 〈x2, . . . , xn〉+
mM = M , and by Nakayama’s lemma 〈x2, . . . , xn〉 = M contradicting the as-
sumption that {x1, . . . , xn} was minimal.

Hence, {x1, . . . , xn} is linearly independent, and therefore a basis of M .
thm:M-projective

Theorem 3.3.3. If (M, θM) is an ID-module over (S, θ), then M is a projective
S-module.

Proof. For every prime ideal P � S the localisation SP is a local ring and an
ID-simple ring, and MP = SP ⊗S M is an ID-module over SP . By the previous
lemma, MP is free for all P , i.e. M is locally free in the weaker sense, hence
projective.

Now we are able to show the non-trivial part of (F2), namely that every
finitely generated module with iterative derivation, i.e. every ID-module, has a
dual in the category C.

thm:dual-ID-module
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Theorem 3.3.4. The dual ID-module of an ID-module (M, θM) is defined to be
(M∨, θM∨) where M∨ = HomS(M,S) is the dual module of M , and θM∨ is given
by

θ
(n)
M∨(f) =

n∑
j=0

(−1)jθ(n−j) ◦ f ◦ θ(j)
M

for all f ∈M∨ and n ∈ N0.

The evaluation homomorphism evM : M ⊗ M∨ → S and the coevaluation
homorphism δM : S →M∨⊗M of the projective S-module M are then morphisms
of ID-modules.

Hence, (M∨, θM∨) is a dual object of (M, θM) in the category C.

Proof. This is the same computation as in [Mat01] for ID-modules over ID-fields.

From Remark 2.4.2 in the categorical setup, we obtain that ID-stable S-
submodules of ID-modules are again finitely generated which we state as a corol-
lary here.

cor:submodule-is-fin-gen

Corollary 3.3.5. Let (M, θM) be an ID-module over (S, θ). Then every ID-stable
S-submodule of M is a finitely generated S-module, and hence an ID-submodule
of M .

This enables us to prove the last point mentioned in Remark 3.1.2.
cor:ID-finite-subalgebra

Corollary 3.3.6. Let (R, θ) be an ID-ring extension of (S, θ). Then the set of
elements in R which are ID-finite over S is an S-subalgebra of R.

Proof. By Prop. 3.2.2, all elements in S are ID-finite over S. So it remains to
show that for ID-finite elements x, y ∈ R also x+ y and x · y are ID-finite.

Since x and y are ID-finite over S, the S-modules 〈θ(n)(x) | n ∈ N〉S and
〈θ(n)(y) | n ∈ N〉S are finitely generated. But then also M := 〈θ(n)(x) | n ∈
N〉S + 〈θ(n)(y) | n ∈ N〉S is finitely generated as well as N := 〈θ(n)(x)θ(m)(y) |
n,m ∈ N〉S. Therefore, M and N are ID-modules over S. Using additivity of the
θ(n) resp. the generalized Leibniz rule, one obtains that 〈θ(n)(x+y) | n ∈ N〉S and
〈θ(n)(x · y) | n ∈ N〉S are ID-stable S-submodules of M resp. of N , and hence by
Cor. 3.3.5, they are both finitely generated as S-modules. Therefore x + y and
x · y are ID-finite over S.

We end the considerations on the structure of ID-modules by looking at the
special case of the ID-simple ring (S, θ) = (C[[t]], θt) (comp. Example 3.1.12).

thm:trivial-over-ct

Theorem 3.3.7. Let C be a field. Then every ID-module over (C[[t]], θt) is
trivial.
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Proof. Let (M, θM) be an ID-module over (C[[t]], θt). Since, C[[t]] is a local ring,
M is a free C[[t]]-module by Lemma 3.3.2. Hence, let b = (b1, . . . , br) be a basis of
M and A(t, T ) ∈ Matr×r(C[[t]][[T ]]) be such that θM(b) = bA(t, T ). 2 Since θ(0) =
idM , one has A(t, 0) = 1r ∈ GLr(C[[t]]) which implies that A(t, T ) is invertible,
i.e. A(t, T ) ∈ GLr(C[[t]][[T ]]). Therefore, also Y (t) := A(t,−t) ∈ Matr×r(C[[t]])
is invertible, since Y (0) = A(0, 0) = 1r ∈ GLr(C). We claim that bY (t) is a basis
of constant vectors in M , and hence M ∼= Sr as ID-modules.
Since, θM(bY (t)) = θM(b)θt(Y (t)) = bA(t, T )Y (t+ T ), we have to show that

Y (t) = A(t, T )Y (t+ T ).

Since the iteration rule θ
(i)
M ◦ θ

(i)
M =

(
i+j
i

)
θ

(i+j)
M holds, one has the following com-

mutative diagram

M
UθM //

T+UθM $$

M [[U ]]

θM [[U ]]

��
M [[T, U ]]

(which indeed is equivalent to the iteration rule; cf. [Mat89, §27]). Here UθM and

T+UθM are the iterative derivations on M with T replaced by U resp. by T + U ,

i.e. UθM : M
θM−−→ M [[T ]]

T 7→U−−−→ M [[U ]]. The map θM [[U ]] denotes the extension
of θM to M [[U ]] by applying θM to each coefficient, i.e. θM [[U ]] (

∑∞
i=0miU

i) :=∑∞
i=0 θM(mi)U

i ∈M [[T, U ]].

Applying this to our setting, we obtain

bA(t, T + U) = T+UθM(b) = θM [[U ]] (UθM(b))

= θM [[U ]] (bA(t, U)) = bA(t, T )A(t+ T, U),

hence A(t, T +U) = A(t, T )A(t+ T, U). Specializing U to −t− T , we finally get

Y (t) = A(t,−t) = A(t, T )A(t+ T,−t− T ) = A(t, T )Y (t+ T ).

3.4 Picard-Vessiot rings
sec:pv-rings-id

Throughout the section, let (S, θ) denote an ID-simple ring, and (M, θM) an ID-
module over S. In the categorical setting we have already defined solution rings
and Picard-Vessiot rings. We recall their definition in this special case for the
sake of readability.

2When we apply θ resp. θM to a tuple or a matrix, it is meant to apply θ resp. θM to each
entry. Then the equation has to be read as a matrix identity, i.e. θM (bi) =

∑r
j=1 bjA(t, T )ji

for A(t, T )ji being the (j, i)-th entry of A(t, T ).
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def:pv-ring

Definition 3.4.1. A solution ring for M is an ID-ring extension (R, θR) of
(S, θ) s.t. the natural homomorphism

R⊗CR CR⊗SM → R⊗S M

is an isomorphism. A Picard-Vessiot ring (PV-ring) for M is a minimal solu-
tion ring (R, θR) such that

(i) R is ID-simple,

(ii) CR = CS.

Here, minimal means that if (R̃, θR̃) is another solution ring, then any injective
ID-homomorphism of S-algebras g : R̃→ R (if it exists) is an isomorphism.

prop:ct-is-simple-sol-ring

Proposition 3.4.2. Let m be a maximal ideal of S and C = S/m. Then C[[t]]
is a simple solution ring for any ID-module M where S ↪→ C[[t]] is given as in
Thm. 3.2.4.

Proof. Let M̂ := C[[t]]⊗S M . We then have to verify that C[[t]]⊗C CM̂ → M̂ is

an isomorphism. But this just means that M̂ is a trivial ID-module over C[[t]]
which is given by Thm. 3.3.7.

Remark 3.4.3. Assume that M is a free S-module with basis b = (b1, . . . , br).

1. If R is a solution ring for M , then there is a matrix Y ∈ GLr(R) s.t. bY
is a basis of constant elements in R ⊗S M . Such a matrix will be called a
fundamental solution matrix for M (with respect to b).

2. The universal solution ring U defined in the categorical setting in Thm. 2.4.7
is in this case nothing else than the localized polynomial ring S[X, det(X)−1]
in r2-variables xij and the iterative derivation is given in such a way that
X is a fundamental solution matrix for M .

The next proposition implies that in case of an ID-module M which is free
as S-module, our definition of PV-ring coincides with the usual one given for
example in [MvdP03, Sect. 3] (if the constants are algebraically closed) resp. in
[Mau10b, Def. 2.3].

prop:generated-by-fsm

Proposition 3.4.4. Assume that M is free as an S-module, and let R be a simple
solution ring for M such that CR = CS. Then there is a unique Picard-Vessiot
ring R̃ inside R. This is the S-subalgebra of R generated by the coefficients of a
fundamental solution matrix and the inverse of its determinant.

Proof. This is just Prop. 2.4.14
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We now turn to the construction of a PV-ring for a general ID-module.
thm:explicit-pv-ring

Theorem 3.4.5. Let M be an ID-module over S, R a simple solution ring for
M with CR = CS, and let e = (e1, . . . , er) be an R-basis of R⊗SM consisting of
ID-constant elements. Furthermore, let x1, . . . , xl ∈ S such that 〈x1, . . . , xl〉S = S
and M [ 1

xi
] is free over S[ 1

xi
] for all i = 1, . . . , l.3 For all i let bi be a basis of

M [ 1
xi

] over S[ 1
xi

] consisting of elements in M , and Yi ∈ Matr×r(R) s.t. bi = eYi
(i = 1, . . . , l). Furthermore, choose ni ∈ N such that xnii M ⊆ 〈bi〉S.

Then there is a unique Picard-Vessiot ring R̃ for M inside R, and it is ex-
plicitly given by R̃ := S[Yj, det(x

nj
j Y

−1
j ) | j = 1, . . . l].

Proof. First at all, since 〈x1, . . . , xl〉S = S and therefore 〈xn1
1 , . . . , x

nl
l 〉S = S,

there exist a1, . . . , al ∈ S s.t.
∑l

i=1 aix
ni
i = 1. This also implies that b1 ∪ · · · ∪ bl

is a set of generators for M . Hence, b1∪· · ·∪bl is a set of generators for R⊗SM ,
and there also is a matrix Ỹ ∈ Matrl×r(R) s.t. e = (b1, . . . , bl)Ỹ . The proof now
procedes in three steps:

Step 1: We show that R̃ = S[Yj, det(x
nj
j Y

−1
j ) | j = 1, . . . l] ⊆ R:

Since x
nj
j M ⊆ 〈bj〉S and bix

nj
j = bjx

nj
j Y

−1
j Yi, the matrix (x

nj
j Y

−1
j Yi) has coeffi-

cients in S for all i, j. Then

ex
nj
j = (b1, . . . , bl)Ỹ x

nj
j = (b1x

nj
j , . . . , blx

nj
j )Ỹ

= bj(x
nj
j Y

−1
j Y1, . . . , x

nj
j Y

−1
j Yl)Ỹ ∈ 〈bj〉R

and ex
nj
j = bj(x

nj
j Y

−1
j ). Therefore, x

nj
j Y

−1
j ∈ Matr×r(R). Therefore we obtain

R̃ = S[Yj, det(x
nj
j Y

−1
j )] ⊆ R.

Step 2: R̃ is a simple solution ring for M :
R̃ is ID-simple, since all the localisations R̃[ 1

xi
] are ID-simple by the consideration

of the special case of a free ID-module, because they are just Picard-Vessiot rings
for the free S[ 1

xi
]-modules M [ 1

xi
]. (Y −1

i is a fundamental solution matrix for

M [ 1
xi

].)

Furthermore, R̃⊗S M contains the basis e, since

e = e ·
l∑

j=1

ajx
nj
j =

l∑
j=1

bj(x
nj
j Y

−1
j )aj ∈ 〈b1 ∪ · · · ∪ bl〉R̃ = R̃⊗S M.

Hence, R̃⊗S M is a trivial ID-module and therefore R̃ is a solution ring for M .

Step 3: R̃ is a Picard-Vessiot ring for M , and the unique one inside R:
The steps 1 and 2 work for any solution ring R, in particular for a Picard-Vessiot
ring R′ ⊆ R. In this case, by minimality of R′, and R̃ ⊆ R′, we obtain that
R′ = R̃. Therefore R̃ is a Picard-Vessiot ring, and the unique one inside R.

3The xi exist, since M is projective by Theorem 3.3.3, hence locally free in the stronger
sense.
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From the explicit description above or directly from the categorical case (see
Thm. 2.4.12), we obtain

cor:faithful-flatness

Corollary 3.4.6. Let (R, θR) be a Picard-Vessiot ring for M . Then:

(a) All r ∈ R are ID-finite over S.

(b) R/S is faithfully flat.

We end this section with two theorems on the existence and uniqueness of
Picard-Vessiot rings. The first one follows from the general case (Thm. 2.4.18
and Cor. 2.4.17), and the second one from the considerations above.

thm:c-alg-closed

Theorem 3.4.7. Let M be an ID-module over S. If the constants C of S are
algebraically closed, then there exists a Picard-Vessiot ring for M and it is unique
up to ID-isomorphism.

thm:pv-ring-exists

Theorem 3.4.8. Let S have a maximal ideal m satisfying S/m ∼= C = CS, and
let S ↪→ C[[t]] be the embedding given in Thm. 3.2.4. Then for any ID-module
M over S there exists a unique Picard-Vessiot ring R for M inside C[[t]].

Proof. By Prop. 3.4.2, C[[t]] is a simple solution ring for M . By assumption it
constants C equal the constants of S. Hence by Theorem 3.4.5, there exists a
unique Picard-Vessiot ring for M inside C[[t]]).

3.5 The differential Galois group scheme

In this and the next section we introduce the Galois group scheme and estab-
lish the Galois correspondence for a Picard-Vessiot extension analogous to the
classical ones. The ideas are the same as in [Dyc08, Sect. 2] resp. in [Mau10a,
Sect. 10/11]. But we have to do a bit more work, since our modules are not free.

Although the main result follows from the categorical setting, we give the
proofs here, because they also give more explicit descriptions.

thm:torsor-isomorphism

Theorem 3.5.1. Let M be an ID-module over S, R′ a simple solution ring for
M with CR′ = CS and R a PV-ring for M . Then the map

α : R′ ⊗C CR′⊗SR −→ R′ ⊗S R, r ⊗ a 7→ (r ⊗ 1) · a

is an ID-isomorphism. Furthermore, CR′⊗SR is a finitely generated C-algebra.

Proof. By definition α is an ID-homomorphism.
First we show injectivity: Since α is an ID-homomorphism, Ker(α) is an ID-ideal
of R′⊗CCR′⊗SR. Since R′ is ID-simple, Ker(α) is generated by elements in CR′⊗SR

67



by Proposition 3.1.3. But CR′⊗SR embeds in R′ ⊗S R. Hence, Ker(α) = {0}.
For showing surjectivity, we use the notation of Theorem 3.4.5. So let x1, . . . , xl ∈
S be such that 〈x1, . . . , xl〉S = S and M [ 1

xi
] is free as S[ 1

xi
]-module for all i =

1, . . . , l, and let bi be a basis ofM [ 1
xi

] consisting of elements of M , and ni ∈ N such
that xnii M ⊆ 〈bi〉S. Furthermore, let e resp. e′ be a basis of constant elements
in R ⊗S M resp. R′ ⊗S M . Additionally, let Yi ∈ Matr(R) and Xi ∈ Matr(R

′)
such that bi = eYi = e′Xi. Then R is generated over S by the entries of Yi and
xnii Y

−1
i , and by R′-linearity of α it is enough to show that these entries are in

Im(α).

e and e′ can also be viewed as bases of the free (R′ ⊗S R)-module (R′ ⊗S
R)⊗SM .4 Hence, there is a matrix Z ∈ GLr(R

′⊗S R) such that eZ = e′. Since
both e and e′ consist of constant vectors the entries of Z are also constant, and
the same holds for its inverse Z−1 ∈ GLr(R

′ ⊗S R). Hence, Z ∈ GLr(CR′⊗SR).

For all i we have eYi = bi = e′Xi = eZXi and hence Yi = ZXi ∈ Matr(R
′⊗S

R), as well as xnii Y
−1
i = (xnii X

−1
i )Z−1. Hence, the entries of all Yi and of all

xnii Y
−1
i are in the image of α.

Finally, as just seen, the restriction of α to R′ ⊗C C[Z,Z−1] ⊆ R′ ⊗C CR′⊗SR
is also surjective. But α is an isomorphism and hence, R′ ⊗C C[Z,Z−1] = R′ ⊗C
CR′⊗SR. Therefore, C[Z,Z−1] = CR′⊗SR, and CR′⊗SR is a finitely generated C-
algebra.

Proposition 3.5.2. Let M be an ID-module over S, and let R,R′ be PV-rings
for M . Furthermore, let D be a C-algebra equipped with the trivial iterative
derivation. Then any (S ⊗C D)-linear ID-homomorphism R⊗C D → R′⊗C D is
an isomorphism.

Proof. Let β : R ⊗C D → R′ ⊗C D be an (S ⊗C D)-linear ID-homomorphism.
As in the previous proof, Ker(β) is generated by constants and hence is trivial.
For the surjectivity, we remark that β(R) and R′ are both PV-rings for M . As in
the previous proof, there are bases of constant elements e and e′ in β(R)⊗S M
resp. R′ ⊗S M which can both be viewed as bases of the free (R′ ⊗C D)-module
(R′ ⊗C D)⊗S M .

The same arguments as in the previous proof (with R and R′ switched) show
that R′ is contained in the subring β(R⊗C D) = β(R) ·D of R′⊗C D. Hence by
D-linearity β is surjective.

thm:the-scheme-isom

Theorem 3.5.3. Let M be an ID-module over S, and let R′, R be PV-rings for
M . Then the functor

IsomID
S (R,R′) : AlgC −→ Sets, D 7→ IsomID

S (R⊗C D,R′ ⊗C D)

is represented by Spec(CR′⊗SR). In particular, it is an affine scheme of finite type
over C.

4R and R′ both embed into R′ ⊗S R, since they are both ID-simple.
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Proof. Using the previous proposition and theorem, the proof is exactly the same
as in [Dyc08, Cor. 2.11], or in [Mau10a, Prop. 10.9.].

As a special case for R′ = R we obtain the representability of AutID(R/S).
cor:galois-group-scheme

Corollary 3.5.4. For a PV-extension R/S, the group functor AutID(R/S) is
represented by G := Spec(CR⊗SR), and thus G ∼= AutID(R/S) is an affine group
scheme of finite type over C.

Definition 3.5.5. We call G = AutID(R/S) the ID-Galois group (scheme)
of R/S and denote it by Gal(R/S).

Proposition 3.5.6. Let R/S be a PV-extension and G = Gal(R/S) the ID-
Galois group. Denote GS := G ×C Spec(S) the extension of G by scalars. Then
Spec(R) is a GS-torsor.

Proof. The inverse of the isomorphism α of Theorem 3.5.1 for R′ = R induces an
isomorphism of affine schemes

Spec(R)×Spec(S) GS = Spec(R)×C G −→ Spec(R)×Spec(S) Spec(R).

By bookkeeping of the identifications one verifies that this map is indeed the
isomorphism (x, g) 7→ (x, g(x)) indicating that Spec(R) is a GS-torsor.

3.6 Galois correspondence

We will now describe the Galois correspondence given in the categorical setting
in a more explicit way. For that, we need a definition of functorial invariants
(comp. [Mau10a, Sect. 11]):

Let H ≤ G be a subgroup functor of G = Gal(R/S), i. e. for every C-algebra
D, the set H(D) is a group acting on RD := R⊗C D and this action is functorial
in D. An element r ∈ R is then called invariant underH if for all D, the element
r ⊗ 1 ∈ RD is invariant under H(D). The ring of invariants is denoted by RH.
(In [Jan03, I.2.10] the invariant elements are called “fixed points”.)

rem:rho

Remark 3.6.1. Let γ : R ⊗S R → R ⊗C C[G] denote the inverse of the iso-
morphism α. The action of G := Gal(R/S) on R is fully described by the
ID-homomorphism ρ := γ|1⊗R : R → R ⊗C C[G]. Namely, for a C-algebra
D and g ∈ G(D) with corresponding g̃ ∈ Hom(C[G], D), one has g(r ⊗ 1) =
(1⊗ g̃)(ρ(r)) ∈ R⊗C D for all r ∈ R.
Furthermore, for a closed subgroup scheme H ≤ G, defined by an ideal I ⊆ C[G],
one has r ∈ RH if and only if, ρ(r) ≡ r⊗1 mod R⊗I, resp. if πGH(ρ(r)) = r⊗1 ∈
R⊗C C[H] where πGH : C[G]→ C[G]/I = C[H] denotes the canonical projection.
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prop:R^G=S

Proposition 3.6.2. Let R/S be a PV-extension and G = Gal(R/S) the ID-
Galois group. Then RG = S.

Proof. By the previous remark, r ∈ RG if and only if ρ(r) = r ⊗ 1. This means
that γ(r⊗ 1) = r⊗ 1 = γ(1⊗ r) which is equivalent to r ∈ Quot(S). Since, R/S
is faithfully flat by Cor. 3.4.6, we obtain r ∈ S.

rem:converse-to-R^G=S

Remark 3.6.3. The converse conclusion to Proposition 3.6.2, i.e. that RH = S
forH ≤ G impliesH = G, is not true. For example, if G = GLn(C) andH is taken
to be a Borel subgroup, then R ∼= S[GLn] by Hilbert 90, and RH ∼= S[GLn]H = S.
The geometrical reason is that RH is the ring of global sections of the scheme
Spec(R)/H. In case of H being the Borel subgroup this is a projective scheme
over S.

Before we come to the Galois correspondence, we need some lemmas and
propositions. We start with a condition on an ID-simple ring ensuring that it is
a PV-ring.

lem:torsor-is-pv-ring

Lemma 3.6.4 (analog of [Mau10a, Prop. 10.12]). Let R/S be a faithfully flat
extension of ID-simple rings with CR = CS = C. Assume there exists an affine
group scheme G of finite type over C such that Spec(R) is a GS-torsor and the
corresponding isomorphism of S-algebras γ : R ⊗S R → R ⊗C C[G] is an ID-
isomorphism. Here, as usual C[G] is equipped with the trivial iterative derivation.
Then R is a Picard-Vessiot ring over S.

Proof. The proof goes similar to [Tak89], proof of Thm. 3.3(a)⇒(b).

Since, Spec(R) is a GS-torsor, R is finitely generated over S, and we can
choose C-linear independent elements u1, . . . , ur ∈ R such that R is gener-
ated over S by these elements. By possibly increasing the set of u’s we can
assume that ρ(〈u1, . . . , ur〉C) ⊆ 〈u1, . . . , ur〉C ⊗C C[G], since by general the-
ory on comodules, every element is contained in a finite dimensional comodule
(cf. [Swe69, Thm. 2.1.3]).5 Then there are bij ∈ C[G] (i, j = 1, . . . , r) such that
ρ(uj) =

∑r
i=1 ui ⊗ bij for all j = 1, . . . , r, or written in matrix notation:

ρ(u1, . . . , ur) = (u1, . . . , ur)⊗B,

for B = (bij)1≤i,j≤r.
Since, ρ is a homomorphism of ID-rings, we also obtain for all n ∈ N that

ρ(θ(n)(u1), . . . , θ(n)(ur)) = (θ(n)(u1), . . . , θ(n)(ur))⊗B.
5As in Remark 3.6.1, ρ := γ|1⊗R denotes the coaction of C[G] on R corresponding to the

action of G.
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Now, letM ⊆ Rr be the S-module generated by all vectors (θ(n)(u1), . . . , θ(n)(ur))
(n ≥ 0). Then M is an ID-stable subset of Rr by definition and an S-module.

We will show that M is finitely generated as S-module, that R⊗SM = R·M =
Rr, as well as that for any R̃ $ R, the standard basis of Rr is not contained in
R̃⊗S M .
The first shows that M is indeed an ID-module over S, the second that R is a
solution ring for M , and the third that R is a minimal solution ring, hence a
Picard-Vessiot ring for M .

We consider the matrices

W (k1, . . . , kr) :=

θ
(k1)(u1) . . . θ(k1)(ur)

...
...

θ(kr)(u1) . . . θ(kr)(ur)

 ∈ Matr×r(R)

for (k1, . . . , kr) ∈ Nr, and the ideal

I := 〈det(W (k1, . . . , kr)) | (k1, . . . , kr) ∈ Nr〉R ⊆ R

generated by all the determinants of all these matrices.

Since {u1, . . . , ur} are C-linearly independent, {θ(u1), . . . , θ(ur)} ⊆ R[[T ]] are
R-linearly independent (cf. [Tak89, Prop. 1.5]), and therefore, there is a matrix
W (k1, . . . , kr) having full rank. In particular, I 6= {0}. Furthermore, using the
Leibniz determinant formula and the product rule for iterative derivations one
obtains

θ(n)(det(W (k1, . . . , kr))) =
∑

n1+···+nr=n

(
k1+n1

k1

)
· · ·
(
kr+nr

kr

)
det(W (k1+n1, . . . , kr+nr)).

Hence, I is an ID-ideal, and since R is ID-simple, we have I = R. Therefore, there
exist matrices W1, . . . ,Wl ∈ {W (k1, . . . , kr) | (k1, . . . , kr) ∈ Nr} and a1, . . . , al ∈
R such that 1 =

∑l
i=1 ai det(Wi). Using the adjugate matrices W#

i of the Wi we
get

1r =
l∑

i=1

ai det(Wi)1r =
l∑

i=1

aiW
#
i Wi.

This means that the standard basis of Rr is obtained as an R-linear combination
of the rows of the Wi, and hence R ·M = Rr.

For the finite generation ofM , we takeW = W (k1, . . . , kr) of full rank, and ob-
serve that ρ(W ) = W⊗B, ρ(det(W )) = det(W )⊗det(B) and ρ(W#) = (1⊗B#)·
(W#⊗ 1), by using WW# = det(W )1r. Write θ(n)(u) := (θ(n)(u1), . . . , θ(n)(ur)),
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then we get

γ(det(W )⊗ θ(n)(u)W#) = det(W )(θ(n)(u)⊗B)(1⊗B#)(W# ⊗ 1)

= (det(W )θ(n)(u)⊗ det(B)1r)(W
# ⊗ 1)

= θ(n)(u)W# det(W )⊗ det(B)

= γ(θ(n)(u)W# ⊗ det(W ))

Since, γ is an isomorphism, we have θ(n)(u)W# ⊗ det(W ) = det(W ) ⊗
θ(n)(u)W#, and since the tensor product is taken over S, each entry of θ(n)(u)W#

is a Quot(S)-multiple of det(W ). So there is a vector s = (s1, . . . , sr) ∈ Sr and
t ∈ S such that t · θ(n)(u)W# = s det(W ), and hence

t · θ(n)(u) = sW.

This shows that all the vectors θ(n)(u) are S-linearly dependent to the rows of
W . Recalling that the rows of W were R-linearly independent, this show that for
any S-module N generated by vectors θ(n)(u) for several n ∈ N containing the
rows of W , one has R⊗S N = R ·N .
Applying this to the S-module M and to the S-module N generated by the rows
of the Wi (i = 1, . . . , l) above, we see that R ⊗S N = Rr = R ⊗S M . Hence by
faithful flatness of R/S, M = N and M is a finitely generated S-module.

Finally, we observe that for any solution ring R̃ inside R, the standard basis
of Rr must be contained in R̃ ⊗S M ⊆ Rr, as it is a basis of constant vectors.
Since (u1, . . . , ur) =

∑r
i=1 uiei ∈M , we get that ui ∈ R̃. Hence, R̃ = R.

prop:equivalent-conditions

Proposition 3.6.5. Let R/S be a PV-extension with Galois group scheme G.
For an ID-ring T with S ⊆ T ⊆ R the following are equivalent:

1. T is a Picard-Vessiot ring over S for some ID-module.

2. T is ID-simple and stable under the action of G, i.e. ρ(T ) ⊆ T ⊗C C[G].

3. There is a normal subgroup scheme H of G such that T = RH.

If the equivalent conditions are fulfilled, the normal subgroup scheme H in iii)
can be taken to be H = Gal(R/T ).

Proof. i)⇒ii): (cf. [Mau10b, proof of Prop. 3.4])
Since, T is a PV-extension over S, we obtain a commutative diagram

T ⊗S T
∼= //

��

T ⊗C C[Gal(T/S)] = T ⊗C CT⊗ST

��
R⊗S R

∼= // R⊗C C[G] = R⊗C CR⊗SR
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where the vertical maps are just the inclusions. But this implies ρ(T ) ⊆ T ⊗C
CT⊗ST ⊆ T ⊗C C[G], i. e. T is stable under the action of G.

ii)⇒iii): Since R also is a PV-ring over T for T ⊗S M , the Galois group
H := Gal(R/T ) exists, and by Prop. 3.6.2, we have RH = T . The group scheme
H is indeed a closed subgroup scheme of G: R ⊗T R is a factor ring of R ⊗S R
by an ID-ideal I. Since γ : R ⊗S R → R ⊗C C[G] is an isomorphism, one has
γ(I) = R ⊗C J for an ideal J � C[G] by Prop. 3.2.3. Hence, C[H] = CR⊗TR =
C(R⊗SR)/I = C[G]/J . Furthermore, since T is stable under the G-action, for all
C-algebras D and g ∈ G(D), h ∈ H(D) ⊆ G(D), also g−1hg fixes the elements of
T ⊗C D, i.e. g−1hg ∈ H(D). Hence, H is a normal subgroup of G.

iii)⇒i): (comp. [Mau10a, proof of Thm. 11.5(ii)])
First at all we show that T has constants C, that T/S is faithfully flat, and
that T = RH is ID-simple. As C = CS ⊆ CT ⊆ CR = C, we have CT = C.
Faithful flatness is clear by the proof of Cor. 3.4.6, since T ⊆ R consists of ID-
finite elements. The isomorphism γ : R ⊗S R → R ⊗C C[G] is H-equivariant,
considered by the action of H on the right tensor factor, and hence we get an
ID-isomorphism

R⊗S RH ∼= R⊗C C[G]H.

SinceH is normal, G/H is an affine group scheme with C[G/H] ∼= C[G]H (cf. [DG70,
III,§3, Thm. 5.6 and 5.8]). Furthermore, C[G]H ⊆ C[G] is faithfully flat. But then
also R⊗CC[G]H ⊆ R⊗CC[G] is faithfully flat, i.e. R⊗SRH ⊆ R⊗SR is faithfully
flat. But as S ⊆ R is faithfully flat, this implies that RH ⊆ R is also faithfully
flat.
If I � T is an ID-ideal, then RI �R is an ID-ideal, and hence, RI equals {0} or
R. As R is faithfully flat over RH this implies I equals {0} or RH = T . Hence,
T is ID-simple.
Taking again invariants on both sides of the isomorphism R⊗SRH ∼= R⊗CC[G]H

(this time H is only acting on the first tensor factor), this isomorphism restricts
to an isomorphism

RH ⊗S RH ∼= RH ⊗C C[G]H = RH ⊗C C[G/H].

By construction it is an ID-isomorphism, and it is the isomorphism correspond-
ing to the map Spec(RH) ×S (G/H)S → Spec(RH) ×S Spec(RH) indicating that
Spec(RH) is a (G/H)S-torsor. Therefore, by Lemma 3.6.4, T = RH is a PV-ring
over S.

The statement on the choice of H has already been seen in the proof of the
implication ii)⇒iii).

thm:galois-correspondence-ID

Theorem 3.6.6. (Galois correspondence) Let R/S be a PV-extension for some
ID-module and G = Gal(R/S). Then there is a bijection between

T := {T | S ⊆ T ⊆ R intermediate PV-ring}
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and
H := {H | H ≤ G closed normal subgroup scheme of G}

given by Ψ : T→ H, T 7→ Gal(R/T ) resp. Φ : H→ T,H 7→ RH.

Remark 3.6.7. The maps Ψ and Φ can be defined between all intermediate ID-
rings and all closed subgroups of G. But contrary to the Galois correspondences
in [Mau10a] and others, one does not get a full bijection, as we only consider the
rings and not the fields of fractions. Remark 3.6.3 provides an example that the
extension Φ would not be injective in general.
Maybe, one would get a full bijection when considering schemes with ID-simple
structure sheaves, because G/H, and therefore Spec(R)/H is a non-affine scheme
in general.

Proof of Thm. 3.6.6. Prop. 3.6.5 already shows most things: If H is a normal
subgroup scheme of G, then RH is a PV-ring. Hence Φ is welldefined. If T is
an intermediate PV-ring, the group scheme H := Gal(R/T ) is a closed normal
subgroup scheme of G. Hence, Ψ is welldefined. Furthermore, RGal(R/T ) = T
showing Φ ◦Ψ = id.

It remains to show that Gal(R/RH) = H for all closed normal subgroup
schemes H of G. In the proof of Prop. 3.6.5, it is shown that Gal(RH/S) ∼= G/H.
Furthermore, the projection map G → G/H corresponds to the map Gal(R/S)→
Gal(RH/S) given by restricting the automorphisms in Gal(R/S) to RH. Hence,
Gal(R/RH) is the kernel of this map, i.e. equals H.

3.7 Example
sec:example

We now give an example of an ID-module which is not free as a module. There-
fore, we first need an ID-simple ring for which non-free projective modules exist.
The most standard examples for non-free projective modules are non-principle
ideals of Dedekind domains. This will be our example after having attached
iterative derivations to the Dedekind domain as well as the module.

3.7.1 An ID-simple ring having non-free projective mod-
ules

Let C be any field and let

S := C[s, t,
1

3s2 − 1
]/(s3 − s− t2),

which is the localisation of an integral extension of C[t] of degree 3. S is integrally
closed, and hence S is a Dedekind domain.
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Since we inverted 3s2− 1, S is étale over C[t], and hence the iterative deriva-
tion θt by t on C[t] can be uniquely extended to an iterative derivation θ on S
(cf. [Mat89, Thm. 27.2]). The θ(n)(s) can be computed successively using the
equation

θ(s)3 − θ(s) = θ(t)2 = (t+ T )2,

obtained from s3 − s = t2 by applying θ. In particular,

θ(1)(s) =
2t

3s2 − 1
.

Proposition 3.7.1. The ID-ring (S, θ) is ID-simple.

Proof. If 0 6= I � S is an ideal, then I ∩ C[t] is an ideal of C[t]. Since, S
is the localisation of an integral extension, the ideal I ∩ C[t] also is nontrivial.
Furthermore, if I is an ID-ideal, then obviously I ∩ C[t] is also ID-stable, hence
an ID-ideal of C[t]. But (C[t], θt) is ID-simple by Example 3.1.1. Hence, S also
contains no nontrivial ID-ideals.

3.7.2 A non-free ID-module over S in characteristic zero

We first restrict to the case of char(C) = 0. In this case, an iterative derivation

θM on M is uniquely determined by the derivation ∂M := θ
(1)
M .

We consider the S-module M generated by two elements f1 and f2 subject
to the relations tf1 − sf2 = 0 and (s2 − 1)f1 − tf2 = 0. As S-module M is
isomorphic to the ideal I = 〈s, t〉S ⊆ S by mapping f1 to s and f2 to t. Since I
is a non-principal ideal of S, I and hence M is a non-free projective S-module of
rank 1.

Theorem 3.7.2. For any b ∈ S,

∂M(f1) := bf1 +
3s2 + 1

3s2 − 1
f2 and ∂M(f2) := sf1 + bf2

defines a derivation on M .
Furthermore, every derivation on M can be written in this form.

Proof. Using the definition, one obtains

∂M(tf1 − sf2) = ∂(t)f1 + t∂M(f1)− ∂(s)f2 − s∂M(f2)

= f1 + tbf1 + t
3s2 + 1

3s2 − 1
f2 −

2t

3s2 − 1
f2 − s2f1 − sbf2

= b(tf1 − sf2) + (1− s2)f1 +

(
3s2 + 1

3s2 − 1
− 2

3s2 − 1

)
tf2

= b(tf1 − sf2)−
(
(s2 − 1)f1 − tf2

)
= 0,
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and similarly ∂M ((s2 − 1)f1 − tf2) = 0. Hence, the derivation is a well-defined
derivation on M .

On the other hand, given a derivation ∂M on M , we obtain a derivation on
the Quot(S)-vector space M̃ := Quot(S)⊗SM by scalar extension. The element
f2 is a basis of that vector space, and f1 = s

t
f2 ∈ M̃ .

Hence, ∂M(f2) = af2 for some a ∈ Quot(S) which can also be written as ∂M(f2) =
sf1 + bf2 for b = a− s2

t
.

Then

∂M(f1) = ∂M

(s
t
f2

)
= ∂

(s
t

)
f2 +

s

t
∂M(f2) =

2t
3s2−1

t− s
t2

f2 +
s

t
(sf1 + bf2)

=

(
2

3s2 − 1
− s

t2

)
f2 +

s3

t2
f2 + bf1 = bf1 +

3s2 + 1

3s2 − 1
f2.

Therefore, ∂M is of the form above for some b ∈ Quot(S). But, M is stable under
this derivation if and only if bf2 ∈ M as well as bf1 ∈ M . So M is stable under
the derivation if and only if bM ⊆M , i.e. b ∈ S.

3.7.3 Picard-Vessiot rings and Galois groups for this ID-
module

The ID-ring S has a C-rational point, e.g. the ideal m = (s− 1, t), and we obtain
an ID-embedding S → (S/m)[[t]] ∼= C[[t]].6 So by Thm. 3.4.8 there exists a
Picard-Vessiot ring for M inside C[[t]], and we follow the explicit description of
the Picard-Vessiot ring given in Thm. 3.4.5.

First at all, we choose x1 := s and x2 := s2 − 1. Then M [ 1
x1

] is free over

S[ 1
x1

] with basis b1 := f1, and M [ 1
x2

] is free over S[ 1
x2

] with basis b2 := f2.

Further, x1M = sM ⊆ 〈b1〉S and x2M = (s2−1)M ⊆ 〈b2〉S, hence we can choose
n1 = n2 = 1.

Let 0 6= e ∈ C[[t]] ⊗S M be a constant element, and y ∈ C[[t]] such that
f1 = ye. As s 6∈ m, s is invertible in Sm

∼= C[[t]], and f2 = t
s
f1 ∈ C[[t]] ⊗S M .

In particular, f1 is a basis of C[[t]] ⊗S M . Actually, this also implies that y is
invertible in C[[t]], as it is the base change matrix between the bases f1 and e of
C[[t]]⊗S M . As

∂(y)e = ∂M(ye) = ∂(f1) = bf1 +
3s2 + 1

3s2 − 1
f2 =

(
b+

3s2 + 1

3s2 − 1

t

s

)
ye,

y is a solution of the differential equation

∂(y) =

(
b+

3s2 + 1

3s2 − 1

t

s

)
y.

6Using the variable t in the power series ring is justified by the fact, that t ∈ S indeed maps
to t ∈ C[[t]] via the given embedding.
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Furthermore with notation as in Thm. 3.4.5, we get Y1 = y, Y2 = yt
s

, det(xn1
1 Y

−1
1 ) =

s
y

as well as det(xn2
2 Y

−1
2 ) = (s2−1)s

yt
= t

y
. Hence,

R = S[y,
yt

s
,
s

y
,
t

y
].

Be aware that the inverse of y is not in R.

As M is a module of rank 1, the Galois group is a subgroup of GL1 = Gm.
Hence, the Galois group is Gm or one of the groups µn of n-th roots of unity.
The Galois group is Gm if y is transcendental over S, and it is µn if n is the least
positive integer such that yn ∈ S.

Whether y is transcendental over S or not, depends on the choice of b.

1. If we take, b = −3st
3s2−1

, then ∂(y) = t
(3s2−1)s

y, and hence

∂

(
y2

s

)
=

2y∂(y)

s
− y2∂(s)

s2
= 0.

Therefore, y2

s
is a constant, i.e. y is a square root in C[[t]] of cs for some

0 6= c ∈ C. Actually, any c 6= 0 such that cs is a square in C[[t]] will do, as
different choices just correspond to different choices of the constant basis e.
As in C[[t]], s ≡ 1 mod t, there exists a square root

√
s ∈ C[[t]] of s with√

s ≡ 1 mod t. Hence, we can choose c = 1, and y =
√
s, and obtain

R = S

[√
s,

t√
s

]
,

an extension of degree 2 and Galois group µ2.

If we would have taken the maximal ideal to be m = (s + 1, t), and the
corresponding embedding S ↪→ (S/m)[[t]] ∼= C[[t]], then in the last step
s ≡ −1 mod t inside C[[t]], and we have a square root

√
−s of −s in C[[t]]

with
√
−s ≡ 1 mod t. This leads to the Picard-Vessiot ring

R2 = S

[√
−s, t√

−s

]
,

which is not isomorphic as an S-algebra to R above, if −1 is not a square
in C×. The Galois group, however, is again µ2.

2. If we take, b = 0, then inside Quot(S) we have

∂
(y
s

)
=
∂(y)

s
− y∂(s)

s2
=

(3s2 + 1)t

(3s2 − 1)s

y

s
− 2t

(3s2 − 1)s

y

s
=
t

s

y

s
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If y
s

was not transcendental over Quot(S), then some n-th power w =
(
y
s

)n
would be in Quot(S). For w we get the differential equation

∂(w) =
nt

s
w.

Writing w = w0(s) + w1(s)t with w0, w1 ∈ C(s), we calculate

∂(w) = ∂(w0(s)) + ∂(w1(s))t+ w1(s)

= w′0(s)
2t

3s2 − 1
+ w′1(s)

2t

3s2 − 1
t+ w1(s)

=

(
w1(s) + w′1(s)

2(s3 − s)
3s2 − 1

)
+

2w′0(s)

3s2 − 1
t,

as well as

nt

s
w =

nt

s
w0(s) +

nt2

s
w1(s) = n(s2 − 1)w1(s) +

nw0(s)

s
t.

Here w′0(s) and w′1(s) denote the usual derivatives of rational functions. By
comparing coefficients of t, we obtain

nw0(s)

s
=

2w′0(s)

3s2 − 1
and

(ns2 − n− 1)w1(s) = w′1(s)
2(s3 − s)
3s2 − 1

.

If w0, w1 6= 0, this implies

degs(w0(s)) = degs

(
nw0(s)

s

)
+1 = degs

(
2w′0(s)

3s2 − 1

)
+1 = degs(w

′
0(s))−1,

and

degs(w1(s)) = degs
(
(ns2 − n− 1)w1(s)

)
− 2

= degs

(
w′1(s)

2(s3 − s)
3s2 − 1

)
− 2 = degs(w

′
1(s))− 1.

But degs(f
′(s)) ≤ degs(f(s)) − 1 for all 0 6= f(s) ∈ C(s), and hence

w0(s) = w1(s) = 0, i.e. w = 0 which is impossible.
Hence, there is no such w, and y

s
and also y are transcendental over S.

3.7.4 A non-free ID-module over S in positive character-
istic

Finding an example in positive characteristic is harder, since one is not done by

giving just θ
(1)
M , but by giving all θ

(pj)
M which moreover have to commute and have

to be nilpotent of order p.
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We will follow a different approach here. We start with the example in char-
acteristic zero given in the previous paragraph.

The iterative derivation on C[t] is already defined on Z[t] and extends to the
ring SZ := Z[s, t, 1

3s2−1
]/(s3 − s− t2), since the latter is étale over the former.

Therefore, the ID-ring S from above (with constants C) is obtained as S =
C⊗ZSZ. And this holds in any characteristic. For constructing an ID-module M
over S, one can start with a projective module M ′ over SZ, and define a derivation
on M := S ⊗SZ M

′. If the corresponding iterative derivation stabilizes M ′, one
can reduce modulo p, to obtain an iterative derivation on M ′/pM ′. This is then
an ID-module over Fp ⊗Z SZ.

Therefore take the ID-module over SQ from above with b = −3st
3s2−1

. Then we

know that e = 1
y
f1 is a constant basis of R⊗M , where y =

√
s.

Hence, θM(f1) = θM(ye) = θ(y)e = θ(y)
y
f1. Replacing y by

√
s and using the

chain rule (cf. [Rös07, Prop. 7.2]) one obtains:

θ(
√
s) = θs(

√
s)|T=θ(s)−s = (s+ T )

1
2 |T=θ(s)−s =

√
s ·

∞∑
k=0

(
1/2

k

)(
θ(s)

s
− 1

)k
.

Therefore, all appearing rational numbers only have powers of 2 in the denomina-
tor, and we can reduce modulo any prime p different from 2, obtaining a non-free
ID-module in characteristic p.
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Chapter 4

Finite inverse problem in
iterative differential Galois
theory

chap:finite-inverse
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In this chapter, we prove a necessary and sufficient condition to decide whether
a finite group scheme occurs as Galois group scheme of a PicardVessiot extension
over a given ID-field or not. In particular, this solves the inverse ID-Galois
problem for finite group schemes. Furthermore, the part on infinitesimal group
schemes gives a tool to tell whether all purely inseparable ID-extensions are in
fact PicardVessiot extensions.

This part is published in [Mau10b] and [Mau13]. Take care that the Picard-
Vessiot rings and fields were called pseudo Picard-Vessiot rings and pseudo Picard-
Vessiot fields in[Mau10b], since at that time the point theoretic definition of
Galois extensions was more popular.

In this part, we are even dealing with several commuting iterative derivations
(called multivariate iterative derivations) instead of only one iterative derivation,
because the general case is not more difficult than the special case of one iterative
derivation.

4.1 Basic notation
basics

All rings are assumed to be commutative with unit. We use the usual notation
for multiindices, namely

(
i+j
i

)
=
∏m

µ=1

(
iµ+jµ
iµ

)
and T i = T i11 T

i2
2 · · ·T imm for i =

(i1, . . . , im), j = (j1, . . . , jm) ∈ Nm and T = (T1, . . . , Tm).

An m-variate iterative derivation on a ring R is a homomorphism of rings
θ : R → R[[T1, . . . , Tm]], such that θ(0) = idR and for all i, j ∈ Nm, θ(i) ◦ θ(j) =(
i+j
i

)
θ(i+j), where the maps θ(i) : R → R are defined by θ(r) =:

∑
i∈Nm θ

(i)(r)T i

(cf. [Hei07], Ch. 4). In the case m = 1 this is equivalent to the usual definition
of an iterative derivation used earlier here. The pair (R, θ) is then called an ID-
ring and CR := {r ∈ R | θ(r) = r} is called the ring of constants of (R, θ).
An ideal I � R is called an ID-ideal if θ(I) ⊆ I[[T ]] and R is ID-simple if R
has no nontrivial ID-ideals. Iterative derivations are extended to localizations by
θ( r

s
) := θ(r)θ(s)−1 and to tensor products by

θ(k)(r ⊗ s) =
∑

i+j=k

θ(i)(r)⊗ θ(j)(s)

for all k ∈ Nm. The m-variate iterative derivation θ is called non-degene-
rate if the m additive maps θ(1,0,...,0), θ(0,1,0,...,0), . . . , θ(0,...,0,1) (which actually are
derivations on R) are R-linearly independent.

Given an ID-ring (R, θR) over an ID-field (F, θ), we call an element x ∈
R differentially finite over F if the F -vector space spanned by all θ(k)(x)
(k ∈ Nm) is finite dimensional - quite as we did in Section 3.1. The same
calculation as in the proof of Corollary 3.3.6 shows that the set of elements which
are differentially finite over F form an ID-subring of R that contains F .

rem-on-IDs
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Remark 4.1.1. (see also [Hei07], Ch. 4)

Given an m-variate iterative derivation θ on a ring R, one obtains a set of m
(1-variate) iterative derivations θ1, . . . , θm by defining

θ
(k)
1 := θ(k,0,...,0), θ

(k)
2 := θ(0,k,0,...,0), . . . , θ(k)

m := θ(0,...,0,k)

for all k ∈ N. By the iteration rule for θ these iterative derivations commute,
i. e. satisfy the condition θ

(k)
i ◦ θ

(l)
j = θ

(l)
j ◦ θ

(k)
i for all i, j ∈ {1, . . . ,m}, k, l ∈ N.

On the other hand, given m commuting 1-variate iterative derivations θ1, . . . , θm
one obtains an m-variate iterative derivation θ by defining

θ(k) := θ
(k1)
1 ◦ · · · ◦ θ(km)

m

for all k = (k1, . . . , km) ∈ Nm.

Using the iteration rule one sees that the m-variate iterative derivation θ is
determined by the derivations θ

(1)
1 , . . . , θ

(1)
m if the characteristic of R is zero, and

by the set of maps {θ(p`)
1 , . . . , θ

(p`)
m | ` ∈ N} if the characteristic of R is p > 0.

Furthermore, θ is non-degenerate if and only if for all j = 1, . . . ,m the derivation
θ

(1)
j is nontrivial on

⋂j−1
i=1 Ker(θ

(1)
i ).

Notation From now on, (F, θ) denotes an ID-field of positive characteristic p,
and C = CF its field of constants. We assume that C is perfect, and that the
m-variate iterative derivation θ is non-degenerate.

With these assumptions, the derivations θ
(1)
1 , . . . , θ

(1)
m are nilpotent CF -endo-

morphisms of F . Since they commute and θ is non-degenerate, there exist
x1, . . . , xm ∈ F such that θ

(1)
i (xj) = δij for all i, j, where δij denotes the Kro-

necker delta. Therefore {xe11 · · · xemm | 0 ≤ ej ≤ p− 1} is a basis of F as a vector

space over F1 :=
⋂m
i=1 Ker(θ

(1)
i ). Hence F/F1 is a field extension of degree pm.

Furthermore, the maps θ
(p)
1 , . . . , θ

(p)
m are derivations on F1, they also are nilpotent

and commute, and

θ
(p)
i (xpj) =

(
θ

(1)
i (xj)

)p
= δij.

So by the same argument, F1 is a vector space over F2 := F1∩
⋂m
i=1 Ker(θ

(p)
i ) and

[F1 : F2] = pm. Repeating this, one obtains a descending sequence of subfields

F` := F`−1 ∩
⋂m
i=1 Ker(θ

(p`−1)
i ) satisfying [F`−1 : F`] = pm.

This sequence will be useful in Section 4.3.

Definition 4.1.2.
Let (F, θ) be an ID-field, and let A =

∑
k∈Nm AkT

k ∈ GLn(F [[T ]]) be a matrix

satisfying the properties A0 = 1n and
(
k+l
l

)
Ak+l =

∑
i+j=l θ

(i)(Ak)Aj for all
k, l ∈ Nm. Then an equation

θ(y) = Ay,

where y is a vector of indeterminants, is called an iterative differential equa-
tion (IDE) over F .1

1As before, iterative derivations are applied componentwise to vectors and matrices.
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Picard-Vessiot rings in this setting are defined the same way as in the uni-
variate setting. There is also the following explicit description.

Definition 4.1.3. An ID-ring (R, θR) ≥ (F, θ) is called a Picard-Vessiot ring
(PV-ring) for θ(y) = Ay if the following holds:

1. R is an ID-simple ring.

2. There is a fundamental solution matrix Y ∈ GLn(R), i. e. an invertible
matrix satisfying θ(Y ) = AY .

3. As an F -algebra, R is generated by the coefficients of Y and det(Y )−1.

4. CR = CF .

The quotient field E = Quot(R) (which exists, since such a PV-ring is always
an integral domain) is called a Picard-Vessiot field (PV-field) for the IDE
θ(y) = Ay.

ide-condition

Remark 4.1.4. The condition on the Ak given in the definition of the IDE
is equivalent to the condition that θ

(k)
R (θ

(l)
R (Yij)) =

(
k+l
k

)
θ

(k+l)
R (Yij) holds for a

fundamental solution matrix Y = (Yij)1≤i,j≤n ∈ GLn(R).

Furthermore, the condition A0 = 1n already implies that the matrix A is
invertible.

A PV-ring has a nice characterization inside the PV-field.
diff-finite

Proposition 4.1.5. Let (R, θR) be a PV-ring over F for an IDE θ(y) = Ay and
E = Quot(R). Then R is equal to the set of elements in E which are differentially
finite over F .

Proof. (Compare [Mat01], Thm. 4.9, for the case when C is algebraically closed
and θ is univariate.)
Let Y ∈ GLn(R) be a fundamental solution matrix for the IDE. Then by def-
inition θ(k)(Y ) = AkY and hence for all i, j and all k ∈ Nm the derivatives
θ(k)(Yij) are in the F -vector space spanned by all Yij, i. e. all Yij are differen-
tially finite. Furthermore, one has θ(det(Y )−1) = det(θ(Y ))−1 = det(AY )−1 =
det(A)−1 det(Y )−1, i. e. det(Y )−1 is differentially finite. Therefore, R is generated
by differentially finite elements, and since the differentially finite elements form
a ring, all elements of R are differentially finite.

On the other hand, let x ∈ E be differentially finite over F and let WF (x) be
the F -vector space spanned by all θ(k)(x) (k ∈ Nm). Then the set Ix := {r ∈ R |
r ·WF (x) ⊆ R} is an ID-ideal of R. Since WF (x) is finite dimensional and E is
the quotient field of R, one has Ix 6= 0. Since R is ID-simple, this implies Ix = R.
Hence 1 ·WF (x) ⊆ R, and in particular 1 · x = x ∈ R.
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From this characterization of the PV-ring as the ring of differentially finite
elements, we immediately get the following.

unique-PV-ring

Corollary 4.1.6. Let E be a PV-field over F for several IDEs. Then the PV-ring
inside E is unique and independent of the particular IDE.

4.2 Galois theory
galois-theory

The Galois theory for a PV-extension works the same as in the univariate case,
since it is also an instance of the abstract setting.

However, as in the classical differential setting, we get a full Galois correspon-
dence using the PV-field.

For a PV-ring R/F the Galois group scheme is again defined as the functor

Gal(R/F ) : AlgC → Groups, L 7→ AutID(R⊗C L/F ⊗C L)

where L is provided with the trivial iterative derivation, i. e. the iterative deriva-
tion on L given by a 7→ a ∈ L ⊆ L[[T ]].

As before (see also [Mau10a], Sect. 10) the functor G := Gal(R/F ) is
representable by a C-algebra of finite type and hence G is an affine group scheme
of finite type over C. We sometimes also refer to it as the Galois group scheme
of the extension E over F , Gal(E/F ), where E = Quot(R) is the corresponding
PV-field. This is justified by the fact given in Corollary 4.1.6 that the PV-ring can
be recovered from the PV-field without regarding an IDE. Also take care that the
functor AutID(E/F ) is not isomorphic to AutID(R/F ). Hence the Galois group
scheme of E/F has to be defined using the PV-ring.

Directly from the abstract setting, we get that Spec(R) is a (G ×C F )-torsor
and the corresponding isomorphism of rings

γ : R⊗F R→ R⊗C C[G] (4.1)

is an R-linear ID-isomorphism. Here again, C[G] is equipped with the trivial
iterative derivation, and equals CR⊗FR.

For later use, we remark that the comultiplication on C[G] is induced via the
isomorphism γ by the map

R⊗F R −→ (R⊗F R)⊗R (R⊗F R), a⊗ b 7→ (a⊗ 1)⊗ (1⊗ b),

and the counit map ev : C[G]→ C is induced by the multiplication

R⊗F R −→ R, a⊗ b 7→ ab.

(see also [Tak89]).
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We recall that for a subgroup functor H ≤ G, an element r ∈ R is called
invariant under H if for all L, the element r ⊗ 1 ∈ RL is invariant under H(L).
The ring of invariants is denoted by RH. (In [Jan03], I.2.10 the invariant elements
are called “fixed points”.)

More generally, let E = Quot(R) be the quotient field and for all L let
Quot(R ⊗C L) be the localization by all nonzero divisors. Since every auto-
morphism of R⊗C L extends uniquely to an automorphism of Quot(R⊗C L), the
functor Aut(R/F ) is a subgroup functor of the group functor

AlgC → Groups, L 7→ Aut(Quot(R⊗C L)/Quot(F ⊗C L)).

In this sense, we call an element e = r
s
∈ E invariant under H, if for all C-

algebras L and all h ∈ H(L),

h(r ⊗ 1)

h(s⊗ 1)
=
r ⊗ 1

s⊗ 1
= e⊗ 1.

The ring of invariants of E is denoted by EH.
rho

Remark 4.2.1. The action of G := Gal(R/F ) on R is fully described by the
ID-homomorphism ρ := γ|1⊗R : R→ R⊗C C[G]. Namely, for a C-algebra L and
g ∈ G(L) with corresponding g̃ ∈ Hom(C[G], L), one has g(r⊗1) = (1⊗g̃)(ρ(r)) ∈
R⊗C L for all r ∈ R.

Similar to Proposition 3.6.5 we have

Proposition 4.2.2. Let E/F be a PV-extension with PV-ring R and Galois
group scheme G. An ID-field F̃ , with F ≤ F̃ ≤ E, is a PV-field over F , if and
only if it is stable under the action of G, i. e. if ρ(R ∩ F̃ ) ⊆ (R ∩ F̃ )⊗ C[G].

Proof. If F̃ is a PV-field, its PV-ring R̃ is the set of elements in F̃ which are
differentially finite over F (cf. Prop 4.1.5), in particular we have R̃ = F̃ ∩ R.
Hence we obtain a commutative diagram:

R̃⊗F R̃
∼= //

��

R̃⊗C C[Gal(R̃/F )] = R̃⊗C CR̃⊗F R̃

��
R⊗F R

∼= // R⊗C C[G] = R⊗C CR⊗FR ,

where the vertical maps are induced by the inclusion R̃ ⊆ R, and the horizontal
maps are the isomorphisms γ for R̃ respectively for R. But this implies ρ(R̃) ⊆
R̃⊗C CR̃⊗F R̃ ⊆ R̃⊗C C[G], i. e. F̃ is stable under the action of G.

The converse is stated in Theorem 4.2.3,iii).

Theorem 4.2.3. (Galois correspondence)
galois_correspondence
Let E/F be a PV-extension with

PV-ring R and Galois group scheme G.
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1. There is an antiisomorphism of the lattices

H := {H | H ≤ G closed subgroup scheme of G}

and
M := {M | F ≤M ≤ E intermediate ID-field}

given by Ψ : H→M,H 7→ EH and Φ : M→ H,M 7→ Gal(E/M).
normal_subgroup

2. If H ≤ G is normal, then EH = Quot(RH) and RH is a PV-ring over F
with Galois group scheme Gal(RH/F ) ∼= G/H.

3. If M ∈ M is stable under the action of G, then H := Φ(M) is a normal
subgroup scheme of G, M is a PV-extension of F and Gal(M/F ) ∼= G/H.

4. For H ∈ H, the extension E/EH is separable if and only if H is reduced.

Proof. See [Mau10a], Thm. 11.5.

4.3 Purely inseparable extensions
purely-insep

As in the previous section, F denotes a field of positive characteristic p with a
non-degenerate m-variate iterative derivation θ and a perfect field of constants
C = CF .

Recall that a field extension E/F is purely inseparable, if for every r ∈ E
there exists e ∈ N such that rp

e ∈ F , where p denotes the characteristic of F .
The minimal number e ∈ N such that rp

e ∈ F for all r ∈ E (if it exists) is called
the exponent of the extension, and is denoted by e(E/F ). In our cases, E/F is
finitely generated – and therefore finite – and so the exponent e(E/F ) exists.

An affine group scheme G over C is called infinitesimal, if the kernel of the
counit map ev : C[G]→ C, denoted by C[G]+, contains only nilpotent elements.
The minimal number h ∈ N such that xp

h
= 0 for all x ∈ C[G]+ (if it exists) is

called the height of G, denoted by h(G). In our cases, G is of finite type over C,
so C[G] is a finitely generated C-algebra, and the height h(G) exists.

Examples of infinitesimal group schemes are given by Frobenius kernels. For
example for any ` ∈ N, αp` := Ker(Ga → Ga, a 7→ ap

`
) is an infinitesimal

group scheme with coordinate ring C[αp` ] ∼= C[X]/Xp` , and µp` := Ker(Gm →
Gm, a 7→ ap

`
) is an infinitesimal group scheme with coordinate ring C[µp` ]

∼=
C[X, 1

X
]/(Xp` − 1).

infinitesimal_group

Corollary 4.3.1. Let E/F be a PV-extension with Galois group scheme G. Then
E/F is a purely inseparable extension if and only if G is an infinitesimal group
scheme. In this case, the exponent e(E/F ) and the height h(G) are equal.
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Proof. Let G be infinitesimal of height h and let ev : C[G]→ C denote the counit
map corresponding to the neutral element 1G of the group. Then by Remark
4.2.1, for any r

s
∈ E, we have

(id⊗ ev)(γ(r ⊗ s− s⊗ r)) = (r ⊗ 1)1G(s)− (s⊗ 1)1G(r) = rs− sr = 0,

that is γ(r ⊗ s − s ⊗ r) ∈ R ⊗C C[G]+. Since G is of height h, we obtain
(r ⊗ s − s ⊗ r)ph = 0. Therefore rp

h ⊗ sph = sp
h ⊗ rph ∈ R ⊗F R which means

that rp
h

sph
∈ F . So E/F is purely inseparable of exponent ≤ h. On the other

hand, let E/F be purely inseparable of exponent e. For arbitrary x ∈ C[G]+, let
γ−1(1⊗ x) =:

∑
j rj ⊗ sj. Then

1⊗ xpe = γ

(∑
j

rp
e

j ⊗ s
pe

j

)
= γ

(∑
j

rp
e

j s
pe

j ⊗ 1

)
=
∑
j

rp
e

j s
pe

j ⊗ 1.

Hence (e.g. by applying id ⊗ ev), one obtains
∑

j r
pe

j s
pe

j = 0 and xp
e

= 0.
Therefore G is infinitesimal of height ≤ e.

Notation For all ` ∈ N, let J` :=
{

(j1, . . . , jm) ∈ Nm \ {0} | ∀ i : ji < p`
}

and
let

F` :=
⋂
j∈J`

Ker(θ
(j)
F ).

Actually, the subfields F` are the same as the ones defined in Remark 4.1.1.

Since θF (F`) ⊆ F`[[T
p`

1 , . . . , T
p`

m ]], one obtains an iterative derivation on F[`] :=

(F`)
p−` by θF[`]

(x) :=
(
θF (xp

`
)
)p−`

. This is the unique iterative derivation which

turns F[`] into an ID-extension of F , since every such iterative derivation has to
coincide with θF on F`.

max-id-extensionleq-ell

Proposition 4.3.2. 1. For all ` ∈ N, F[`] is the unique maximal purely insep-
arable ID-extension of F of exponent ≤ `.

formula

2. For all `1, `2 ∈ N, (F[`1])[`2] = F[`1+`2].
trivial

3. If F[1] = F then F[`] = F for all ` ∈ N.
eq-ell

4. If F[1] 6= F and θ is non-degenerate, then for all ` ∈ N, the exponent of
F[`]/F is exactly `.

Proof. For the proof of part 1, we have already seen that F[`]/F is an ID-extension,
and by definition it is purely inseparable of exponent ≤ `. If E is a purely
inseparable ID-extension of F of exponent ≤ `, then Ep` ⊆ F ∩ E` ⊆ F` and
therefore E ⊆ F[`]. Hence F[`] is the unique maximal ID-extension of this kind.
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By definition (F[`1])[`2] is an ID-extension of F of exponent ≤ `1 + `2. Hence

by part 1, we have (F[`1])[`2] ⊆ F[`1+`2]. On the other hand
(
F[`1+`2]

)p`1+`2 ⊆ F

and so
(
F[`1+`2]

)p`2 ⊆ F[`1]. Hence F[`1+`2] is an ID-extension of F[`1] of exponent
≤ `2 and therefore contained in (F[`1])[`2]. This proves part 2.

Part 3 is a direct consequence of part 2. So it remains to prove 4. For
this it suffices to show that F[`+1] 6= F[`] for all `, because this implies that
e(F[`]/F ) ≥ e(F[`−1]/F ) + 1 ≥ · · · ≥ e(F[1]/F ) + `− 1 = `.

By Remark 4.1.1, one has dimF`+1
(F`) = pm, since θ is non-degenerate. As-

sume that F[`+1] = F[`]. Then F`+1 =
(
F[`+1]

)p`+1

=
(
F[`]

)p`+1

= (F`)
p and there-

fore F is a finite extension of (F`)
p of degree [F : (F`)

p] = [F : F`+1] = p(`+1)m.
On the other hand,

[F : (F`)
p] = [F : F p] · [F p : (F`)

p] = [F : F p] · [F : F`] = p`m[F : F p].

Hence [F : F p] = pm = [F : F1], and F1 = F p, in contradiction to F[1] 6= F .
frob-pullback

Theorem 4.3.3. Let E/F be a PV-extension and let ` ∈ N. Then E[`]/F[`] is a
PV-extension, and its Galois group scheme is related to Gal(E/F ) by
(Frob`)∗

(
Gal(E[`]/F[`])

) ∼= Gal(E/F ), where Frob denotes the Frobenius mor-
phism on Spec(C).

Proof. Let R ⊆ E be the corresponding PV-ring and Y ∈ GLn(R) a fundamental
solution matrix for a corresponding IDE θ(y) = Ay. Since the m-variate iterative
derivation is non-degenerate on F , on has [F : F`] = pm` = [E : E`]. Hence, there
is a matrix D ∈ GLn(F ) such that Ỹ := D−1Y ∈ GLn(R`). The matrix Ỹ
satisfies

θ(Ỹ ) = θ(D−1Y ) = θ(D)−1ADỸ ,

that is, it is a fundamental solution matrix for the IDE θ(y) = Ãy, where Ã =
θ(D)−1AD ∈ GLn(F [[T ]]).

We first show that Ã ∈ GLn(F`[[T
p`

1 , . . . , T
p`

m ]]): Clearly Ã ∈ GLn(F [[T p` ]]),
since θ(k)(Ỹ ) = 0 for all k ∈ J` and since θ is iterative. Then for all j ∈ Nm and
all k ∈ J` we have

θ(k)
(
θ(j)(Ỹ )

)
= θ(j)

(
θ(k)(Ỹ )

)
= 0,

and
θ(k)

(
θ(j)(Ỹ )

)
= θ(k)

(
Ãj · Ỹ

)
= θ(k)(Ãj)Ỹ .

Hence, θ(k)(Ãj) = 0. Therefore Ãj has coefficients in F`.

Since Ã ∈ GLn(F`[[T
p` ]]), R` is actually a PV-ring over F` with fundamental

solution matrix Ỹ . By taking p`-th roots, we obtain that R[`] is a PV-ring over

F[`] with fundamental solution matrix
(

(Ỹi,j)
p−`
)
i,j

.
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For obtaining the relation between the Galois groups, we first observe that F
and R` are linearly disjoint over F` and hence F ⊗F` R`

∼= R, which induces a
natural isomorphism of the Galois groups Gal(R/F ) ∼= Gal(R`/F`).

Furthermore the p`-th power Frobenius endomorphism leads to an isomor-
phism

R[`] ⊗F[`]
R[`]

()p
`

−−→ R` ⊗F` R`.

Since Gal(R`/F`) (resp.Gal(R[`]/F[`]) is isomorphic as C-group scheme to
Spec(CR`⊗F`R`) (resp. Spec(CR[`]⊗F[`]R[`]

)), this gives the desired property

(Frob`)∗
(
Gal(E[`]/F[`])

) ∼= Gal(E`/F`) ∼= Gal(E/F ).

From this theorem we obtain a criterion for E[`]/E being a PV-extension.
E_ell-is-ppv

Corollary 4.3.4. Let E/F be a PV-extension and suppose that F1 = F p. Then
the extension E[`]/E is a PV-extension, for all ` ∈ N.

Proof. By Prop. 4.3.2, the condition F1 = F p implies that F[`] = F for all `.
Hence by the previous theorem, E[`]/F is a PV-extension and therefore E[`]/E is
a PV-extension.

finite-id-ext

Proposition 4.3.5. Let E be a finite ID-extension of some ID-field F with CE =
C. Then there is a finite field extension L over C such that E is contained in a
PV-extension of FL = F ⊗C L.

Proof. Let e1, . . . , en ∈ E be an F -basis of E. Then there are unique Ak ∈ F n×n,
such that θ

(k)
E (ei) =

∑n
j=1(Ak)ijej for all k ∈ Nm and i = 1, . . . , n. Since the Ak

are unique, the property of θE being an iterative derivation implies that θ(y) =
Ay is an iterative differential equation, where A =

∑
k∈Nm AkT

k ∈ GLn(F [[T ]]).
Let U := E[Xij, det(X)−1] be the universal solution ring for this IDE over E
(i. e. θU(X) = AX). Then the ideal (x11 − e1, x21 − e2, . . . , xn1 − en) � U is an
ID-ideal and there is a maximal ID-ideal P containing (x11 − e1, . . . , xn1 − en).
Then the field of constants L := CU/P of U/P is a finite field extension of C and
by construction U/P is a PV-extension of FL which contains E.

thm:general-realisation

Theorem 4.3.6. Let F be an ID-field with CF = C perfect.
Let C̃` denote the maximal subalgebra of CF[`]⊗FF[`]

which is a Hopf algebra with
respect to the comultiplication induced by

F[`] ⊗F F[`] −→
(
F[`] ⊗F F[`]

)
⊗F[`]

(
F[`] ⊗F F[`]

)
, a⊗ b 7→ (a⊗ 1)⊗ (1⊗ b).

Then an infinitesimal group scheme of height ≤ ` is realisable as ID-Galois
group scheme over F , if and only if it is a factor group of Spec(C̃`).
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In particular, there is a PV-extension of F with Galois group scheme Spec(C̃`),
and this is the unique maximal PV-extension which is purely inseparable of expo-
nent ≤ `.

Furthermore, if F[`]/F is a PV-extension, then C̃` = CF[`]⊗FF[`]
, and Spec(C̃`)

is isomorphic to Gal(F[`]/F ).

Proof. The uniqueness in the second statement follows from the fact that there
is only one minimal ID-extension F̃ of F such that C̃` is contained in F̃ ⊗F F̃ .
(This F̃ is the desired PV-extension.)

The proof of the first statement is done in two steps.

Let G̃ be an infinitesimal group scheme of height ≤ ` which is realisable as
ID-Galois group scheme over F and let F ′/F be a PV-extension with Galois
group scheme G̃. By Cor. 4.3.1 and Prop. 4.3.2, F ′ is an ID-subfield of F[`].

Therefore, C[G̃] ∼= CF ′⊗FF ′ is a subalgebra of CF[`]⊗FF[`]
and is a Hopf algebra

with comultiplication as given in the statement. Hence it is a sub-Hopf algebra
of C̃` and so G̃ is a factor group of Spec(C̃`).

For the converse, let G̃ be a factor group of Spec(C̃`). We first assume that
there is a PV-extension E/F such that E ⊇ F[`]. Let R denote the corre-
sponding PV-ring and G := Gal(E/F ) the Galois group scheme. Since F[`] is
an intermediate ID-field by Thm. 4.2.3, there is a subgroup H ≤ G such that
F[`] = EH. Since F[`] is a finite dimensional F -vector space, all elements in F[`]

are differentially finite over F , and we obtain F[`] = RH by Prop. 4.1.6. Then

C̃` ⊆ CF[`]⊗FF[`]
⊆ CR⊗FR

∼= C[G] is a sub-Hopf algebra, i. e. Spec(C̃`) is a factor

group of G. Since G̃ is a factor group of Spec(C̃`), it also is a factor group of G,
and therefore there is a normal subgroup G ′ � G such that G̃ ∼= G/G ′. Then by
the Galois correspondence, F̃ := EG

′
is a PV-extension of F with Galois group

scheme G̃.

If there is no PV-extension E/F containing F[`], then by Prop. 4.3.5, there
is a finite Galois extension C ′ of C such that there is a PV-extension E ′/FC ′

containing F[`]C
′. By the previous arguments there is a PV-field F ′ over FC ′

with Galois group G̃ ×C C ′. Since F ′ is a purely inseparable extension of FC ′, it
is defined over F , i. e. there is an ID-field F̃ /F such that F ′ = F̃ ⊗C C ′. Since
Gal(C ′/C) acts on F ′ = F̃C ′ by ID-automorphisms, the constants of F̃ ⊗F F̃ ∼=
(F ′ ⊗F F̃ )Gal(C′/C) ∼= (F ′ ⊗FC′ F ′)Gal(C′/C) are equal to the Gal(C ′/C)-invariants
of CF ′⊗FC′F ′

∼= C ′[G̃] inside CF[`]⊗FF[`]
C ′, i. e. are equal to C[G̃]. By comparing

dimensions, one obtains that the F̃ -linear mapping F̃⊗CC[G̃]→ F̃⊗F F̃ is in fact
an isomorphism, and hence by [Mau10a], Prop. 10.12, F̃ /F is a PV-extension
with Galois group scheme G̃.

In the case where F[`]/F is a PV-extension, the torsor isomorphism (4.1) im-

plies that C[Gal(F[`]/F )] ∼= CF[`]⊗FF[`]
is a Hopf algebra. Hence, C̃` = CF[`]⊗FF[`]

,

and Spec(C̃`) ∼= Gal(F[`]/F ).
special-realisation
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Corollary 4.3.7. Let E be an ID-field and suppose that E is a PV-extension of
some ID-field F satisfying F1 = F p. An infinitesimal group scheme of height ≤ `
is realizable as ID-Galois group scheme over E, if and only if it is a factor group
of Gal(E[`]/E).

Proof. This follows directly from Corollary 4.3.4 and Theorem 4.3.6.
all-ids-are-ppv

Corollary 4.3.8. Let E be an ID-field and suppose that E is a PV-extension of
some ID-field F satisfying F1 = F p, and that Gal(E/F ) is a commutative group
scheme. Then every purely inseparable ID-extension of E is a PV-extension of
E.

Proof. By Thm. 4.3.3, Gal(E[`]/F ) is commutative, if Gal(E/F )) is. Hence
Gal(E[`]/E) is commutative for all `. Since every purely inseparable ID-extension
of E sits inside some E[`] and every subgroup scheme of a commutative group
scheme is normal, the statement follows from the Galois correspondence 4.2.3.

The following table recalls some properties of a PV-extension E/F and the
corresponding properties of the Galois group scheme G = Gal(E/F ):

Property of G Property of E/F

finite scheme with dimC(C[G]) = m finite extension with [E : F ] = m.

reduced scheme separable extension

infinitesimal scheme of height n purely inseparable extension of exponent n.

4.4 Finite separable PV-extensions
sec:sep-pv

We now consider PV-extensions with finite reduced Galois group schemes, i.e., fi-
nite separable PV-extensions. Since iterative derivations extend uniquely to finite
separable field extensions (see [MvdP03],2.1,(5)), we obtain a close relationship
to classical Galois extensions.

Lemma 4.4.1. Let E be a finite (classical) Galois extension of F which is geo-
metric over C, and let G be its Galois group. Let E be equipped with the unique
iterative derivation extending the iterative derivation on F . Then the extension
E/F is a PV-extension with Galois group scheme Gal(E/F ) = Spec(C[G]), the
constant group scheme corresponding to G.

Proof. Let {x1, . . . , xn} be an F -basis of E, and let aij ∈ F [[T ]] such that
θ(xi) =

∑n
j=1 aijxj for all i = 1, . . . , n. Furthermore, let G = {σ1, . . . , σn},

and Y =
(
σk(xi)

)
1≤i,k≤n ∈ GLn(E). (Y is invertible by Dedekind’s lemma on the

independence of automorphisms.)
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By definition, one has θ(

( x1
...
xn

)
) = A

( x1
...
xn

)
, where A = (aij) ∈ Matn×n(F [[T ]]).

Since the extension of the iterative derivation of F to E is unique, all automor-
phisms are indeed ID-automorphisms, and therefore θ(Y ) = AY .

Therefore by Remark 4.1.4, θ(y) = Ay is an IDE and Y is a fundamental
solution matrix for this IDE. Furthermore, E is generated by the entries of Y ,
and CE = C, since E/F is geometric. Hence, E is a PV-field for the IDE
θ(y) = Ay.
Finally, Spec(C[G]) is a subgroup scheme of Gal(E/F ), since G acts by ID-
automorphisms, and dimC(C[G]) = n = [E : F ] = dimC(C[Gal(E/F )]). Hence,
Spec(C[G]) = Gal(E/F ).

Remark 4.4.2. In the case that C is algebraically closed, the statement also
follows easily from [MvdP03], 4.1.: in this case, Matzat and van der Put proved
that the C-rational points of Gal(E/F ) equal G. Since for an algebraically closed
field C, a reduced group scheme is determined by its C-rational points, the claim
follows.

Lemma 4.4.3. Let E/F be a finite separable PV-extension with Galois group
scheme G. Let EC̄ = E ⊗C C̄ and FC̄ = F ⊗C C̄ be the extensions of constants,
where C̄ denotes an algebraic closure of C. Then EC̄/FC̄ is a finite (classical)
Galois extension with Galois group G(C̄).

Proof. By definition of the Galois group scheme G, the group G(C̄) equals the
group AutID(EC̄/FC̄). (Recall that in the finite case the PV-ring and the PV-field
are equal.) Since EC̄/FC̄ is separable, G is reduced and hence, EG(C̄) = EG = F .
Therefore, (EC̄)G(C̄) = FC̄ , which implies that EC̄ is Galois over FC̄ with Galois
group G(C̄).

Remark 4.4.4. The previous lemma tells us that all finite separable PV-extensions
become classical Galois extensions after an algebraic extension of the constants.
Actually, this extension of constants can be chosen to be finite Galois. Hence
finite separable PV-extensions are almost classical Galois extensions in the sense
of Greither and Pareigis (cf. [GP87], Def. 4.2).

4.5 Finite PV-extensions
sec:finite-pv

We finally consider the case of arbitrary finite PV-extensions, i.e., PV-extensions
with finite Galois group schemes. By [DG70], Ch. II, §5, Cor. 2.4, every finite
group scheme is the semi-direct product of an infinitesimal group scheme and
a finite reduced group scheme, since our base field C is assumed to be perfect.
Hence, the results of the previous sections also give us information in this case.
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thm:finite-realisation

Theorem 4.5.1. Let G be a finite group scheme over C, G0 � G the connected
component of G (an infinitesimal group scheme), and H ≤ G the induced re-
duced group scheme. Assume that there is ` ≥ ht(G0) such that F[`]/F is a
PV-extension. Then G is realizable over F , if and only if G ∼= G0 × H, G0 is a
factor group of Gal(F[`]/F ) and H is realizable over F .

Proof. Let G ∼= G0 × H, such that G0 is a factor group of Gal(F[`]/F ) and H is
realizable over F as H ∼= Gal(E ′′/F ). By Theorem 4.3.6, G0 is the Galois group
scheme of some intermediate PV-field F ≤ E ′ ≤ F[`]. Since E ′′/F is separable and
E ′/F is purely inseparable, E ′ and E ′′ are linearly disjoint over F , and so E ′⊗FE ′′
is a PV-extension of F with Galois group scheme Gal(E ′ ⊗F E ′′/F ) ∼= G0 × H.
Hence, G is realizable over F .

On the other hand, let G be realized over F as G ∼= Gal(E/F ). By [DG70],
Ch. II, §5, Cor. 2.4, G is a semi-direct product G ∼= G0 o H, and therefore
H ∼= G/G0 ∼= Gal(EG

0
/F ), i.e., H is realizable over F . Furthermore, EH is a

purely inseparable ID-extension of F of height ≤ ht(G0). By assumption, there
is ` ≥ ht(G0) such that F[`]/F is a PV-extension and therefore F[`] is a PV-

extension containing EH. As in the first part of the proof, Ẽ := F[`] ⊗F EG
0

is a

PV-extension of F with Galois group Gal(Ẽ/F ) ∼= Gal(F[`]/F )×Gal(EG
0
/F ) ∼=

Gal(F[`]/F )×H. Since EH and EG
0

are subfields of Ẽ, E is also a subfield of Ẽ.

Therefore, Gal(E/F ) ∼= G0oH is a factor group of Gal(Ẽ/F ) ∼= Gal(F[`]/F )×H
which implies that H acts also trivially on G0, i.e., the semi-direct product G0oH
is in fact a direct product. Finally, we obtain that EH is a PV-extension of F
(since H ≤ G is a normal subgroup) with Galois group G0, and hence G0 is a
factor group of Gal(F[`]/F ).

cor:inverse-problem-over-pv-field

Corollary 4.5.2. Let C be algebraically closed, and let F be a PV-extension of
some function field L/C in one variable with non-degenerate univariate iterative
derivation. Then the finite group schemes which occur as Galois group scheme
over F are exactly the direct products G0×H, where H is a constant group scheme
(i.e., a reduced finite group scheme) and G0 is a factor group of some Gal(F[`]/F ).

Proof. By Corollary 4.3.4, F[`] is a PV-extension of F for all `. So by Theo-
rem 4.5.1, we only have to show that every finite reduced group scheme H is
realizable. Since C is algebraically closed, the PV-extensions E of F with Ga-
lois group H are the (classical) Galois extensions with Galois group H(C). By
[Har95], Thm. 4.4, the absolute Galois group of L, Gal(Lsep/L), is a free group on
infinitely many generators. Hence, there is an epimorphism φ : Gal(Lsep/L) →
H(C) × Gal(F ∩ Lsep/L) such that the composition of φ and the projection pr2

onto the second factor is the restriction map Gal(Lsep/L)→ Gal(F ∩ Lsep/L).

But this means that pr1 ◦ φ : Gal(Lsep/L) → H(C) corresponds to a Galois
extension L̃ of L with group H(C) which is linearly disjoint to F . Hence L̃⊗L F
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is a Galois extension of F with Galois group H(C).

4.6 Examples
examples

In this section we consider some examples. Throughout this section C denotes
a perfect field of characteristic p > 0 and C((t)) is equipped with the univariate
iterative derivation θ given by θ(t) = t+ T .

ex1

Example 1. We start with the easiest case, namely F = C(t) or F is a finite
ID-extension of C(t) inside C((t)). We have already seen in Remark 4.1.1 that
F p ⊆ F1 and that [F : F1] = p. Since F is a function field in one variable over
the perfect field C, we also have [F : F p] = p. Hence, F1 = F p, i. e. F[1] = F , and
therefore by Prop. 4.3.2, there exist no purely inseparable ID-extensions of F .

Example 2. We present an example for an ID-field F with F[`]  F which
nevertheless has no purely inseparable PV-extensions. More precisely, we show
that the constants of F[`] ⊗F F[`] are equal to C = CF for all ` ∈ N.

Let α ∈ Zp \Q be a p-adic integer, and for all k ∈ N, let αk ∈ {0, . . . , pk − 1}
be chosen such that α ≡ αk mod pk. Then we define r :=

∑∞
k=1 t

αk ∈ C[[t]].
The field F := C(t, r) is then an ID-subfield of C((t)), since for all j ∈ N,

θ(pj)(r) =
∞∑
k=1

θ(pj) (tαk) =
∞∑
k=1

(
αk
pj

)
tαk−p

j

=

(
αj+1

pj

)
t−p

j
∞∑

k=j+1

tαk =

(
αj+1

pj

)
t−p

j

(
r −

j∑
k=1

tαk

)
∈ C(t, r).

Here we used that
(
a
pj

)
= 0 if a < pj and

(
a
pj

)
≡
(
b
pj

)
mod p if a ≡ b mod pj+1.

We will show now that r is transcendental over C(t):

Let s be a solution for the 1-dimensional IDE θ(pj)(y) =
(
αj+1

pj

)
t−p

j
y (j ∈ N) in

some extension field of F . Since α 6∈ Q, the element s is transcendental over C(t)
by [Mat01], Thm. 3.13. The rules for the derivatives of r and s can be written
as a matrix equation

θ(pj)

(
s r
0 1

)
=

((αj+1

pj

)
t−p

j −
(
αj+1

pj

)∑j
k=1 t

αk−pj

0 0

)
·
(
s r
0 1

)
,

which shows that C(t, r, s) is a PV-field over C(t) with Galois group inside Gmn
Ga
∼= {( x a0 1 ) ∈ GL2}.
Since s is transcendental over C(t), the full subgroup Gm is contained in the

Galois group. The only subgroups of Ga which are stable under the Gm-action
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are the Frobenius kernels αpm . But all Galois groups over C(t) are reduced
(cf. [Mau10a], Cor. 11.7), and hence we have Gal(C(t, r, s)/C(t)) = Gm nGa or
= Gm. In both cases C(t, r, s) contains no elements that are algebraic over C(t).
Since the power series of r does not become eventually periodic, r 6∈ C(t) and so
r has to be transcendental over C(t).

Next we are going to calculate the constants of F[`] ⊗F F[`]:

It is not hard to see that F[`] = C(t, r[`]), where

r[`] :=

(
t−α`(r −

∑̀
k=1

tαk)

)p−`

=
∞∑
k=1

t(αk+`−α`)p
−` ∈ C[[t]],

and the derivatives of r[`] are given by:

θ(pj)(r[`]) =

(
(αj+1+` − α`)p−`

pj

)
t−p

j

(
r[`] −

j∑
k=1

t(αk+`−α`)p
−`

)
.

Hence, one obtains for all n ∈ N:

θ(n)(r[`]) ∈
(

(α− α`)p−`

n

)
t−nr[`] + C(t).

For calculating the constants in F[`] ⊗F F[`], we remark that {ri[`] ⊗ r
j
[`] | 0 ≤

i, j ≤ p`− 1} is a basis of F[`]⊗F F[`] as an F -vector space. A further calculation
shows that for n ∈ N and k ∈ Z

θ(n)
(
tkri[`] ⊗ r

j
[`]

)
≡
(
k + (i+ j)(α− α`)p−`

n

)
t−n
(
tkri[`] ⊗ r

j
[`]

)
modulo terms in rµ[`]⊗rν[`] with µ+ν < i+j. So an element x :=

∑
i,j ci,jr

i
[`]⊗r

j
[`] ∈

F[`]⊗F F[`] can only be constant, if for the terms of maximal degree these binomial
coefficients vanish for all n. Since α is not rational, this is only possible if i = j = 0
is the maximal degree and if k = 0, i. e. x ∈ C. So we have shown that
CF[`]⊗FF[`]

= C for all ` ∈ N, which implies by Theorem 4.3.6 that there are
no purely inseparable PV-extensions over F = C(t, r).

ex3

Example 3. The following example is quite contrary to the previous one. In
this example all purely inseparable ID-extensions are PV-extensions.

Let α1, . . . , αn ∈ Zp be p-adic integers such that the set {1, α1, . . . , αn} is
Z-linear independent, and let αi =:

∑∞
k=0 ai,kp

k (i = 1, . . . , n) be their normal
series, i. e. ai,k ∈ {0, . . . , p− 1}. For i = 1, . . . , n, we then define

si :=
∞∑
k=0

ai,kt
pk ∈ C((t))
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and consider the field F := C(t, s1, . . . , sn). This is an ID-subfield of C((t)),
since θ(p`)(si) = ai,` for all ` ∈ N and i = 1, . . . , n. Also from θ(p`)(si) ∈ C, one
obtains that the extension F/C(t) is a PV-extension and its Galois group scheme
is a subgroup scheme of Gn

a . Actually, the condition on the αi implies that the
si are algebraically independent over C(t) and hence the Galois group scheme
is the full group Gn

a . Therefore by Corollary 4.3.4, for all ` ∈ N the extension
F[`]/F is a PV-extension and Gal(F[`]/F ) ∼= (αp`)

n, where αp` denotes the kernel
of the p`-th power Frobenius map on Ga. Furthermore, (αp`)

n is a commutative
group scheme and so all its subgroup schemes are normal subgroup schemes.
By Theorem 4.2.3, this implies that every intermediate ID-field F ≤ E ≤ F[`]

is a PV-extension of F . So all purely inseparable ID-extensions of F are PV-
extensions over F . Furthermore, by Cor. 4.3.7, an infinitesimal group scheme is
realizable over F if and only if it is a factor group scheme of (αp`)

n for some `,
which are exactly the infinitesimal closed subgroup schemes of Gn

a .

Example 4. Let C be an algebraically closed field of positive characteristic p.
We want L/C to be a function field in one variable over C with a non-degenerate
iterative derivation θ, and F to be a PV-extension of L with Galois group scheme
Gm. For example, we may take L = C(t) with θ = θt the iterative derivation
with respect to t, given by θ(t) = t+T ∈ L[[T ]], and F = L(tα), with α ∈ Zp \Q
and the iterative derivation given by θ(n)(tα) =

(
α
n

)
tα/tn.

By Theorem 4.3.6, for all ` ≥ 0, F[`]/L is a PV-extension with Gal(F[`]/L) ∼=
Gm, and the “restriction map” Gal(F[`]/L) ∼= Gm → Gal(F/L) ∼= Gm is given by

the Frobenius map x 7→ xp
`
. Hence, Gal(F[`]/F ) ∼= µp` , the “group of p`th roots

of unity”. The only factor groups of µp` are µpk where k ≤ `. Hence by Theorem
4.5.1, the finite Galois group schemes over F are exactly the group schemes of
the form µp` ×H, where ` ≥ 0 and H is finite reduced.
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Chapter 5

Realization of Torsion group
schemes

chap:real-of-torsion
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This chapter contains the results of [Mau15]. We show that torsion group
schemes of abelian varieties in positive characteristic occur as iterative differen-
tial Galois groups of extensions of iterative differential fields. The main part
is to find computable criteria when higher derivations are iterative derivations,
and furthermore when an iterative derivation on the function field of an abelian
variety is compatible with the addition map. For an explicit example, we give a
construction of (a family of) such iterative derivations on the function field of an
elliptic curve in characteristic two.

The rough idea for getting the n-torsion scheme A[n] of an abelian variety A
over a perfect field C as ID-Galois group scheme is the following. Starting with
the abelian variety A over C we consider the function field L of AC(t) (i.e. of A
after base change to C(t)) as an extension of the rational function field C(t). The
field C(t) comes with the standard iterative derivation with respect to t, and this
iterative derivation is then extended to an iterative derivation on L. By taking
care that this extension fulfills the appropriate conditions, one guarantees that
the torsion group scheme A[n] indeed acts on L by ID-automorphisms. Hence by
Picard-Vessiot theory, one obtains A[n] as the iterative differential Galois group
of L over LA[n], the fixed field under A[n]. To be more precise, one should say
that the group scheme acts by functorial automorphisms, i.e. D-rational points
act as ID-automorphisms on the total quotient ring Quot(L⊗C D).

This chapter is structured as follows. In Section 5.1, we give the basic nota-
tion and some basic properties which will be used in the calculations later on.
Furthermore, we give a short summary of the Picard-Vessiot theory used in this
article. The theoretical considerations for obtaining the torsion group scheme
of an abelian scheme as ID-Galois group are given in Sections 5.2 and 5.3. The
main theorems are Theorem 5.2.2 giving a necessary and sufficient condition for
the iterative derivation on the function field of an abelian variety to “commute”
with the addition map, as well as Theorem 5.3.1 stating that the torsion group
schemes are the ID-Galois group schemes over an appropriate subfield when the
iterative derivation satisfies the previous conditions.

In the last two sections, we turn the conditions of Theorem 5.2.2 into explicit
recursive formulas for the higher derivatives of the generators of the field L.
While Section 5.4 deals with the condition that the extension to the overfield
is an iterative derivation, Section 3.7 is dedicated to giving recursive formulas
for constructing the iterative derivation on the function field in a way that it
“commutes” with the addition map (cf. Theorem 5.5.3). As this becomes quite
complicated in the general case, we restrict to the example of an elliptic curve in
characteristic 2 in this last section.
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5.1 Basic notation
sec:basics

All rings are assumed to be commutative with unit.

In addition to the notation on iterative derivations given in Section 3.1, we
will need a more general notion, namely the notion of a higher derivation.
A higher derivation (HD for short) on a ring R is a homomorphism of rings
θ : R→ R[[T ]], such that θ(r)|T=0 = r for all r ∈ R. If there is need to emphasis
the extra variable T or if we use another name for the variable, we add a subscript
to θ, i.e. denote the higher derivation by θT (resp. θU if the variable is named U).

Hence, an iterative derivation on R is a higher derivation with the additional
property that for all i, j ≥ 0, θ(i) ◦ θ(j) =

(
i+j
i

)
θ(i+j), where as before the maps

θ(i) : R→ R are defined by θ(r) =:
∑∞

i=0 θ
(i)(r)T i. The pair (R, θ) is then called

an HD-ring (resp. ID-ring) and CR := {r ∈ R | θ(r) = r} is called the ring
of constants of (R, θ). An HD/ID-ring which is a field is called an HD/ID-
field. Higher derivations and iterative derivations are extended to localisations
by θ( r

s
) := θ(r)θ(s)−1 and to tensor products by

θ(k)(r ⊗ s) =
∑
i+j=k

θ(i)(r)⊗ θ(j)(s)

for all k ≥ 0.

Given a homomorphism of rings f : R → S, we often consider the T -linear
extension of f to a homomorphism R[[T ]] → S[[T ]] of the power series rings.
This map will be denoted by f [[T ]]. Given two HD-rings (R, θ) and (S, θ̃). A
homomorphism of rings f : R→ S is called an HD-homomorphism (resp. ID-
homomorphism if R and S are ID-rings) if θ̃ ◦ f = f [[T ]] ◦ θ. As a special case of
a homomorphism f [[T ]], we have the homomorphism θU [[T ]] : R[[T ]]→ R[[T, U ]]
induced by the higher derivation θU : R → R[[U ]] on R. A short calculation
shows (cf. [Rös07]) that a higher derivation θ on R is an iterative derivation if
and only if the following diagram commutes

R
θU //

θT

��

R[[U ]]

U 7→U+T

��
R[[T ]]

θU [[T ]] // R[[U, T ]],

or in other terms θU [[T ]] ◦ θT = θT+U .
ex:ID-fields

Example 5. (cf. [Mau10a])

1. For any field C and F := C(t), the homomorphism of C-algebras θ : F →
F [[T ]] given by θ(t) := t+T is an iterative derivation on F with field of con-
stants C. This iterative derivation will be called the iterative derivation
with respect to t.
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2. For any ring R, there is the trivial iterative derivation on R given by
θ0 : R→ R[[T ]], r 7→ r · T 0. Obviously, the ring of constants of (R, θ0) is R
itself.

item:fin-sep-ext

3. If (F, θ) is an HD-field and L ≥ F is a finite separable field extension,
then θ can be uniquely extended to a higher derivation on L. If the higher
derivation θ is an iterative derivation, then the extension to L is also an
iterative derivation.

4. Let (F, θ) be an HD-field, L/F a finitely generated separable field ex-
tension and x1, . . . , xk a separating transcendence basis of L over F (i.e.
F (x1, . . . , xk)/F is purely transcendental and L/F (x1, . . . , xk) is finite sep-
arable). Using the previous example, it is easy to see that any choice of
elements ξi,n ∈ L (i = 1, . . . , k and n ≥ 1) defines a unique higher deriva-
tion θL on L extending θ and satisfying θL(xi) = xi +

∑∞
n=1 ξi,nT

n for all
i = 1, . . . , k.

We now summarize some well known formulas for higher derivations and it-
erative derivations in characteristic p > 0 which will be used later on:

lem:known-stuff

Lemma 5.1.1.

1. θ(j)(xp) = 0 if p does not divide j and θ(j)(xp) =
(
θ(j/p)(x)

)p
if p divides j.

2. If m = m0 + m1p + · · · + mkp
k and n = n0 + n1p + · · · + nkp

k where
mi, ni ∈ {0, . . . , p− 1} then(

m

n

)
≡
(
m0

n0

)
·
(
m1

n1

)
· · ·
(
mk

nk

)
mod p.

3. If θ is iterative, then (θ(j))p = 0 for all j.
item:expansion

4. Let m = m0 +m1p+ · · ·+mkp
k where mi ∈ {0, . . . , p− 1}. If θ is iterative,

then all the θ(pi) commute with each other, and

θ(m) =
1

m0! ·m1! · · ·mk!
(θ(1))m0 ◦ (θ(p))m1 ◦ · · · ◦ (θ(pk))mk .

Notation Let (L, θ) be an HD-field of characteristic p > 0, and k ∈ N ∪ {∞}.
We say that “for x ∈ L the iteration rule holds up to level k” if for all i, j ∈ N
satisfying i+ j ≤ k one has

θ(i) ◦ θ(j)(x) =

(
i+ j

i

)
θ(i+j)(x),
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or equivalently if

θU [[T ]]
(
θT (x)

)
≡ θT+U(x) mod (Uk+1−jT j | 0 ≤ j ≤ k + 1).

We say that “the iteration rule holds on L up to level k” if the iteration rule holds
up to k for all x ∈ L.

lem:Things to show

Lemma 5.1.2. Let (L, θ) be an HD-field of characteristic p > 0.
item:subfield

1. For k ∈ N ∪ {∞}, the set of elements x ∈ L for which the iteration rule
holds up to level k is a subfield of L.

item:level-extended

2. Assume that for fixed ` ≥ 0 the iteration rule holds on L up to level p`, then
for all 0 ≤ k,m < p` such that k +m ≥ p`, one has

θ(k) ◦ θ(m) = 0 =

(
k +m

k

)
θ(k+m).

item:cancellation

3. Assume that for fixed ` ≥ 0 the iteration rule holds on L up to level p`, and
that L contains an element t satisfying θ(t) = t + T . Then for all x ∈ L
and all 0 < r < p` one has:

θ(r)

p`−1∑
m=0

θ(m)(x)(−t)m
 = 0

Proof. (1) The set under consideration is just the equalizer of the ring homomor-
phisms θU [[T ]] ◦ θT : L→ L[[T, U ]/(Uk+1−jT j | 0 ≤ j ≤ k + 1) and θT+U . Hence,
it is a subfield of L.

(2) As k,m < p` and k + m ≥ p`, the binomial coefficient
(
k+m
k

)
equals 0 in

characteristic p. Hence, the right hand side of the equation equals 0. For proving
that the left hand side equals zero, it is sufficient to consider the case where k = pj

for some j < `, as any θ(k) is a composition of those up to a non-zero constant.
Let m′ := m + pj − p`. By assumption on m and pj, we have 0 ≤ m′ < pj. As
m −m′ = p` − pj is divisible by pj, m′ is the first part of the p-adic expansion
of m up to pj−1 and m −m′ is the second part. Hence, by the previous lemma(
m
m′

)
= 1 in characteristic p. As the iteration rule holds on L up to level p`, and

as k = pj < p` one gets

θ(pj) ◦ θ(m) = θ(pj) ◦ θ(p`−pj) ◦ θ(m′) =

(
p`

pj

)
θ(p`) ◦ θ(m′) = 0,

since
(
p`

pj

)
= 0.
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(3) This is a more complicated, but straightforward calculation:

θ(r)

p`−1∑
m=0

θ(m)(x)(−t)m
 =

p`−1∑
m=0

r∑
k=0

θ(r−k)
(
θ(m)(x)

)
(−1)mθ(k)(tm)

by(2)
=

r∑
k=0

p`−1−(r−k)∑
m=k

(
m+ r − k

m

)
θ(m+r−k)(x) · (−1)m

(
m

k

)
tm−k

=
r∑

k=0

p`−1−r∑
m′=0

(
m′ + r

m′ + k

)(
m′ + k

k

)
(−1)m

′+kθ(m′+r)(x)tm
′

(?)
=

p`−1−r∑
m′=0

(
m′ + r

r

)( r∑
k=0

(
r

k

)
(−1)k

)
︸ ︷︷ ︸

=0

(−1)m
′
θ(m′+r)(x)tm

′

= 0.

Equation (?) holds, as both products
(
m′+r
m′+k

)(
m′+k
k

)
and

(
m′+r
r

)(
r
k

)
count the num-

ber of possibilities of splitting a set of cardinality m′+r into three disjoint subsets
of cardinalities k, m′ and r − k respectively.

5.1.1 Picard-Vessiot theory

We now recall the main definitions from Picard-Vessiot theory. (F, θ) denotes
some ID-field with constants C.

Definition 5.1.3. Let A =
∑∞

k=0 AkT
k ∈ GLn(F [[T ]]) be a matrix with A0 = 1n

and for all k, l ∈ N,
(
k+l
l

)
Ak+l =

∑
i+j=l θ

(i)(Ak) · Aj. An equation

θ(y) = Ay,

where y is a vector of indeterminants, is called an iterative differential equa-
tion (IDE).

Remark 5.1.4. (cf. Rem. 4.1.4) The condition on the Ak is equivalent to the con-
dition that θ(k)(θ(l)(Yij)) =

(
k+l
k

)
θ(k+l)(Yij) holds for a matrix Y = (Yij)1≤i,j≤n ∈

GLn(E) satisfying θ(Y ) = AY , where E is some ID-extension of F . (Such a Y is
called a fundamental solution matrix) . The condition A0 = 1n is equivalent
to θ(0)(Yij) = Yij, and already implies that the matrix A is invertible.

Definition 5.1.5. An ID-ring (R, θR) ≥ (F, θ) is called a Picard-Vessiot ring
(PV-ring) for the IDE θ(y) = Ay, if the following hold:

1. R is an ID-simple ring, i.e. has no nontrivial θR-stable ideals.
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2. There is a fundamental solution matrix Y ∈ GLn(R), i. e., an invertible
matrix satisfying θ(Y ) = AY .

3. As an F -algebra, R is generated by the coefficients of Y and by det(Y )−1.

4. CR = CF = C.

The quotient field E = Quot(R) (which exists, since such a PV-ring is always
an integral domain) is called a Picard-Vessiot field (PV-field) for the IDE
θ(y) = Ay.1

For a PV-ring R/F one defines the functor

AutID(R/F ) : (Algebras/C)→ (Groups), D 7→ AutID(R⊗C D/F ⊗C D)

where D is equipped with the trivial iterative derivation. In [Mau10a], Sect. 10,
it is shown that this functor is representable by a C-algebra of finite type, and
hence, is an affine group scheme of finite type over C. This group scheme is called
the (iterative differential) Galois group scheme of the extension R over F –
denoted by Gal(R/F ) –, or also, the Galois group scheme of the extension E over
F , Gal(E/F ), where E = Quot(R) is the corresponding PV-field.

Furthermore, Spec(R) is a (Gal(R/F ) ×C F )-torsor and the corresponding
isomorphism of rings

γ : R⊗F R→ R⊗C C[Gal(R/F )] (5.1)

is an R-linear ID-isomorphism. Again, the ring of regular functions C[Gal(R/F )]
is equipped with the trivial iterative derivation.

On the other hand, if (R, θR) is an ID-simple ID-ring extending (F, θ) with
the same constants, and if there is an R-linear ID-isomorphism γ : R ⊗F R →
R ⊗C C[G] for some affine group scheme G ≤ GLn,C corresponding to an action
of G, then R/F is indeed a Picard-Vessiot ring for some IDE (cf. [Mau10a],
Prop. 10.12).

For later purposes, also keep in mind that for a finite Picard-Vessiot extension
R/F , the PV-ring R already is a field. Hence, in that case the quotient field E
coincides with the PV-ring R.

5.2 Iterative derivations compatible with addi-

tion
sec:it-der-on-ab-schemes

Let C be a field of positive characteristic p, k = C(t) the rational function field
with iterative derivation by t, and let A/C be a connected abelian scheme over C.

1The PV-rings and PV-fields defined here were called pseudo Picard-Vessiot rings (resp.
pseudo Picard-Vessiot fields) in [Mau10a] and [Mau10b]. This definition, however, is the most
natural generalisation of PV-rings and PV-fields to non algebraically closed fields of constants.
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The addition map on A will be denoted by ⊕ : A×A→ A (and the subtraction
by 	).
Let KA denote the function field of A. Let (L, θ) be the field L = KA(t) with
some higher derivation θ extending the one on k = C(t), and let D be the field
KA equipped with the trivial higher derivation. The higher derivations of L and
D are extended to a higher derivation (also denoted by θ) on LD := L · D :=
Quot(L⊗C D), the total ring of fractions of L⊗C D.

The map ⊕ induces a homomorphism of fields KA → KA×A = KA · KA

and also a homomorphism L → L · D by t-linear extension. Extending again
D-linearly, we obtain an isomorphism ρ : LD → LD. This isomorphism fixes
exactly the elements in D(t) ⊆ LD, i.e. D(t) = {x ∈ LD | ρ(x) = x}. Actually
ρ is nothing else than the homomorphism on the generic fibers corresponding to
AC(t) × A→ AC(t) × A, (p1, p2) 7→ (p1 ⊕ p2, p2).

As the sheaf OA of regular functions on A embeds into D = KA, we have a
generic point ηD ∈ A(D) = Hom(OA, D) given by that embedding. Similarly,
we have a “generic point” ηL ∈ A(L) = Hom(OA, L) given by the inclusion
OA ⊆ KA → L.

If we have a homomorphism of rings α : R1 → R2, we let α∗ : A(R1)→ A(R2)
denote the induced map from the R1-points of A to its R2-points.

lem:rho-HD-homo

Lemma 5.2.1. With notation as above, let θ∗ : A(L) → A(L[[T ]]) be the map
induced by θ : L → L[[T ]]. Then ρ is an HD-homomorphism if and only if
ηL 	 θ∗(ηL) ∈ A(C(t)[[T ]]) ⊆ A(L[[T ]]) where we consider ηL as an L[[T ]]-point
of A via the inclusion L = L · T 0 ⊂ L[[T ]].

Proof. Since in any case ηL 	 θ∗(ηL) ∈ A(L[[T ]]), the condition is equivalent to
saying that ηL 	 θ∗(ηL) ∈ A(D(t)[[T ]]) ⊆ A(LD[[T ]]).

Let ηD denote the generic point of A in A(D), and ρ∗ : A(LD) → A(LD)
the map induced by ρ. Then by construction, one has ρ∗(ηL) = ηL ⊕ ηD, and
therefore, θ∗(ρ∗(ηL)) = θ∗(ηL ⊕ ηD) = θ∗(ηL)⊕ ηD, since θ acts trivially on D.

Hence:

ηL 	 θ∗(ηL) ∈ A(D(t)[[T ]]) ⇔ (ρ[[T ]])∗(ηL 	 θ∗(ηL)) = ηL 	 θ∗(ηL)

⇔ ρ∗(ηL)	 (ρ[[T ]])∗(θ∗(ηL)) = ηL 	 θ∗(ηL)

⇔ (ηL ⊕ ηD)	 (ρ[[T ]])∗(θ∗(ηL)) = ηL 	 θ∗(ηL)

⇔ θ∗(ηL)⊕ ηD = (ρ[[T ]])∗(θ∗(ηL))

⇔ θ∗(ρ∗(ηL)) = (ρ[[T ]])∗(θ∗(ηL))

Since ηL is the generic point of A, the last equality is equivalent to θ◦ρ = ρ[[T ]]◦θ,
i.e. to the condition that ρ is an HD-homomorphism.

thm:commuting with rho

Theorem 5.2.2. We use notation as above. Let C(t)[[T, U ]] be the power se-
ries ring over C(t) in two variables T and U and let R denote the subring of
C(t)[[T, U ]] of those power series P (t, T, U) such that P (t+U, T, 0) = P (t, T, U).
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Then θ is an iterative derivation and ρ is an ID-homomorphism if and only
if θU,∗(ηL)	 θT+U,∗(ηL) ∈ A(R).

As already mentioned earlier, θU : LD → LD[[U ]] and θT+U : LD → LD[[T, U ]]
denote the maps θ with T replaced by U and T + U , respectively, and θU,∗ :
A(LD) → A(LD[[U ]]) as well as θT+U,∗ : A(LD) → A(LD[[T, U ]]) the induced
maps.

Proof. Let us first remark that R is nothing else than the image of C(t)[[T ]] under
the homomorphism θU [[T ]], since the map θU [[T ]] on C(t)[[T ]] is just replacing t
by t+ U .
Now assume that θ is an iterative derivation such that ρ is an ID-homomorphism.
Since θ is an iterative derivation, one has θT+U = θU [[T ]] ◦ θT , and therefore
θU,∗(ηL)	θT+U,∗(ηL) = (θU [[T ]])∗ (ηL 	 θT,∗(ηL)). Since ρ is an ID-homomorphism,
one has ηL 	 θT,∗(ηL) ∈ A(C(t)[[T ]]) by the previous lemma. Hence, we obtain
(θU [[T ]])∗ (ηL 	 θT,∗(ηL)) ∈ A(C(t)[[T, U ]]). By the characterisation of R above,
the point (θU [[T ]])∗ (ηL 	 θT,∗(ηL)) is indeed R-valued.

For the converse, let θU,∗(ηL) 	 θT+U,∗(ηL) ∈ A(R). Applying the homomor-
phism C(t)[[T, U ]] → C(t)[[T ]] given by mapping U to 0 (or more precisely the
induced map on the points of A) leads to ηL 	 θT,∗(ηL) ∈ A(C(t)[[T ]]), hence ρ
is an HD-homomorphism by the previous lemma. As before, the condition that
the expression is in A(R) implies that we obtain the same element when mapping
U 7→ 0 and applying (θU [[T ]])∗. Hence

θU,∗(ηL)	 θT+U,∗(ηL) = (θU [[T ]])∗ (θ0,∗(ηL)	 θT+0,∗(ηL))

= θU,∗(ηL)	 (θU [[T ]])∗ (θT,∗(ηL))

This means θT+U,∗(ηL) = (θU [[T ]])∗ (θT,∗(ηL)). Since ηL is the generic point, this
implies θT+U = θU [[T ]] ◦ θT , and therefore θ is iterative.

Remark 5.2.3. So far, we didn’t use commutativity of ⊕. Hence, all the state-
ments made so far are also valid for non-commutative connected group schemes
instead of abelian schemes.

5.3 Torsion schemes as Galois group schemes
sec:torsion-galois-groups

We use the notation of the previous section. In particular, A/C is an abelian
scheme and L is the function field of AC(t) equipped with a higher derivation θ
extending the iterative derivation with respect to t on C(t).

thm:torsion as galois

Theorem 5.3.1. Let θ be an iterative derivation on L such that ρ is an ID-
homomorphism. Also assume that the constants of (L, θ) are C. For n ∈ N, let
[n] : A → A denote multiplication by n, A[n] = Ker([n]) the n-torsion scheme,
and [n]# : L→ L the corresponding map on the function fields of AC(t). Then
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1. the subfield [n]#(L) ⊆ L is an ID-subfield of L,

2. the extension L/[n]#(L) is a PV-extension and the iterative differential
Galois group scheme is given as

Gal(L/[n]#(L)) ∼= A[n]

as affine group schemes over C.

Proof. The addition A × A[n] → A induces a homomorphism ρ̄ : OA(U) →
OA(U)⊗CC

[
A[n]

]
for an appropriate (affine) open subset U ⊆ A, where C

[
A[n]

]
denotes the ring of regular functions on the affine scheme A[n]. The subring
[n]#(OA(U)) is then the equalizer of ρ̄ and id⊗ 1.
Furthermore, ρ̄ can be extended to a homomorphism ρ̄ : L → L ⊗C C

[
A[n]

]
by ρ̄(t) = t ⊗ 1 and by localisation. This map ρ̄ is actually a specialisation of
the map ρ : L → LD. By assumption ρ is an ID-homomorphism and therefore
ρ̄ is an ID-homomorphism when C

[
A[n]

]
is equipped with the trivial iterative

derivation.
This shows that the equalizer [n]#(L) ⊆ L is an ID-subfield of L.

The L-linear extension of ρ̄ leads to an ID-homomorphism ρ̄L : L⊗[n]#(L)L→
L⊗C C

[
A[n]

]
which is a monomorphism, since [n]#(L) is the equalizer of ρ̄ and

id⊗ 1.
As the degree of the extension L/[n]#(L) equals the dimension dimC(C

[
A[n]

]
),

this monomorphism is indeed an ID-isomorphism.
Therefore, the second claim follows by [Mau10a], Prop. 10.12. (Here we use that
the constants of L are indeed C.)

Remark 5.3.2. In the previous theorem, there is an issue which we couldn’t
solve satisfactorily, namely whether a given higher derivation θ which satisfies
the other conditions will also satisfy Lθ = C. Even more, whether there exists
such a θ. We will see in Proposition 5.5.4 that for the example considered in that
section, there exists an iterative derivation satisfying all the assumptions above
for cardinality reasons.

We are confident that a similar – but more involved – argument should also
show the existence of such an iterative derivation θ as in Theorem 5.3.1 in the
general case. Motivated by explicit calculations, we even think that Lθ 6= C
only occurs in exceptional cases. In the case of elliptic curves we make this more
precise in the following conjecture.

Conjecture 5.3.3. If A is an elliptic curve, and θ an iterative derivation on L
such that ρ is an ID-homomorphism, then either Lθ = C or Lθ = KA ⊆ L.

Theorem 5.3.1 above has a consequence to the realisation of all commutative
finite group schemes which was communicated to us by an anonymous referee.
We state it in the following corollary.
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cor:finite-group-schemes

Corollary 5.3.4. Assume that for every abelian variety A/C, the function field
L of AC(t) can be equipped with an iterative derivation θ satisfying the conditions
in Thm. 5.3.1. Then every commutative finite group scheme G over C can be
realised as ID-Galois group scheme of some PV-extension. Even more, G can be
realised over some [n]#(L) for such an ID-field (L, θ) and some n ∈ N.

Proof. Every commutative finite group scheme G over C can be embedded into
an abelian variety over C, and hence into its subscheme of n-torsion points A[n]
for some n (see [?, Sect. 15.4]). Letting L be the function field of AC(t) with θ
as in Thm. 5.3.1, we have Gal(L/[n]#(L)) ∼= A[n]. By the Galois correspondence
(cf. [Mau10a, Thm. 11.5]), one therefore obtains that G (now considered as a
subgroup of A[n]) is the Galois group of L over LG, the fixed field of L under G.

For obtaining the realisation over some [n]#(L), one has to obtain G as a
quotient of some A[n]. Then, one can again apply the Galois correspondence to
this situation, and obtain that G is the ID-Galois group scheme of LKer(A[n]→G)

over LA[n] = [n]#(L).

Obtaining G as a quotient is done by first applying the embedding result to
the Cartier dual G∨ of G, and possibly enlarging A (as e.g. in Zarhin’s trick)
so that A can be principally polarized. In this case the Cartier dual of A[n] is
again A[n], and hence the embedding G∨ → A[n] corresponds to a quotient map
A[n]→ G.

5.4 Extension of iterative derivations
sec:ID-extensions

In this section we develop criteria for a higher derivation to be iterative. This
will be used in the last section. We will assume that C is a field of characteristic
p > 0, and (F, θ) is an ID-field containing C(t) such that θ|C(t) is the iterative
derivation with respect to t (compare Ex. 5(2)).

thm:equivalent conditions

Theorem 5.4.1. Let L be a finitely generated separable field extension of F
with a higher derivation on L extending θ on F , which will also be denoted by
θ. Let x1, . . . , xk be a separating transcendence basis of L over F , and θ(xi) =:
xi +

∑∞
n=1 ξi,nT

n for all i = 1, . . . , k.
Assume that ξi,n ∈ LpF ⊂ L for all i = 1, . . . , k and all n ≥ 1. Then for any
`0 ≥ 0 the following are equivalent:

1. The iteration rule holds on L up to level p`0+1.

2. For all 0 ≤ ` ≤ `0, one has:

(a) for all 0 ≤ m < p` and 0 < a < p: θ(m+ap`) = 1
a!

(
θ(p`)

)a
◦ θ(m),
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(b)
(
θ(p`)

)p
= 0, and

(c) for all 0 ≤ j < `: θ(pj) ◦ θ(p`) = θ(p`) ◦ θ(pj).

3. The iteration rule holds up to level p`0+1 for all xi (i = 1, . . . , k).

3’. Condition (2) holds when evaluated at all xi (i = 1, . . . , k).
item:explicite formula

4. For all 0 ≤ ` ≤ `0 and i = 1, . . . k, one has:

ξi,p` +

p`−1∑
m=1

θ(p`)(ξi,m)(−t)m ∈
⋂

0≤j<`

Ker
(
θ(pj)

)
∩Ker

(
θ(p`(p−1))

)
,

for all 1 < a < p:

ξi,ap` =
1

a!

(
θ(p`)

)a−1

(ξi,p`),

and for all 0 < m < p` and 0 < a < p:

ξi,m+ap` =
1

a!

(
θ(p`)

)a
(ξi,m).

Remark 5.4.2. Condition (4) of the previous theorem, gives a recursive rule for
constructing an iterative derivation on L. In more detail:

1. Choose ξi,1 ∈ LpF ∩ Ker
(
θ(p−1)

)
= Lp

(
F ∩ Ker

(
θ(p−1)

))
arbitrarily for all

i = 1, . . . , k.

2. Calculate ξi,a := 1
a!

(
θ(1)
)a−1

(ξi,1) for 1 < a < p.

3. Proceed inductively: Assume that for ` > 0, the elements ξi,m for m < p`

are already given satisfying condition (4) of the theorem. Then choose

ξi,p` ∈ −
p`−1∑
m=1

θ(p`)(ξi,m)(−t)m +
⋂

0≤j<`

Ker
(
θ(pj)

)
∩Ker

(
θ(p`(p−1))

)
∩ LpF

and calculate ξi,ap` for 1 < a < p as well as ξi,m+ap` for 0 < m < p` and
0 < a < p, by the rules above.

Since for an element xp ∈ Lp, one has θ(p`)(xp) =
(
θ(p`−1)(x)

)p
, the con-

dition ξi,m ∈ LpF implies that θ(p`)(ξi,m) is computable using only the

values ξi,m for m < p`. By the same reason the set
⋂

0≤j<` Ker
(
θ(pj)

)
∩

Ker
(
θ(p`(p−1))

)
∩ LpF is determined by the elements ξi,m for m < p`.

Proof of Thm. 5.4.1.
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(1)⇔(2) All three conditions in (2) follow directly from the iteration rule for θ. On
the other hand, given the conditions in (2), any θ(i) with i < p`0+1 can be
written as a composition of several θ(pn) as in Lemma 5.1.1(4). Then it is
not hard to check that θ(i) ◦ θ(j) indeed equals θ(i+j) whenever i+ j < p`0+1.

Using again this decomposition and the conditions
(
θ(p`)

)p
= 0, one verifies

that θ(i) ◦ θ(j) = 0 whenever i, j > 0 and i+ j = p`0+1. Hence the iteration
rule holds on L up to level p`0+1.

(1)⇔(3) We only have to show that (3) implies (1). Since the set for which the
iteration rule holds up to level p`0+1 is a subfield of L (cf. Lemma 5.1.2(1))
and since x1, . . . , xk generate F (x1, . . . , xk) over F it is immediate that the
iteration rule holds up to level p`0+1 on F (x1, . . . , xk). But an extension of
an iterative derivation to a finite separable field extension is unique, and
again an iterative derivation. So the iteration rule holds on L up to level
p`0+1.

(2)⇔(3’) This is shown in a similar way.

(1),(2) ⇒(4) By the iteration rule resp. condition (2)(a), one has

ξi,m+ap` = θ(m+ap`)(xi) =
1

a!

(
θ(p`)

)a
◦ θ(m)(xi) =

1

a!

(
θ(p`)

)a
(ξi,m)

for all 0 < m ≤ p` and 0 < a < p s.t. m + ap` < p`+1. Furthermore for all
1 ≤ m ≤ p` − 1,

θ(p`)
(
θ(m)(xi)(−t)m

)
=

p`∑
k=0

θ(k)θ(m)(xi)(−1)mθ(p`−k)(tm)

=

p`∑
k=0

(
k +m

k

)
θ(k+m)(xi)(−1)m

(
m

p` − k

)
tm−p

`+k

= θ(p`+m)(xi)(−1)mtm = θ(p`)(ξi,m)(−t)m,

as for k < p`−m the second binomial coefficient vanishes and for p` > k ≥
p` −m the first one. Hence, using condition (2)(c) and Lemma 5.1.2(3) we
have

θ(pj)

ξi,p` +

p`−1∑
m=1

θ(p`)(ξi,m)(−t)m
= θ(p`)θ(pj)

xi +

p`−1∑
m=1

θ(m)(xi)(−t)m
=0

for all 0 ≤ j < ` and by condition (2)(b)

θ(p`(p−1))

ξi,p` +

p`−1∑
m=1

θ(p`)(ξi,m)(−t)m
= θ(p`(p−1))θ(p`)

xi +

p`−1∑
m=1

θ(m)(xi)(−t)m
= 0.
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(4)⇒(3’) The formulae for ξi,ap` and ξi,m+ap` imply the conditions (2)(a) evaluated

at xi. Furthermore, by induction θ(pj−1)θ(p`−1) = θ(p`−1)θ(pj−1) for all j < `
and hence θ(pj)θ(p`)(x) = θ(p`)θ(pj)(x) for all x ∈ LpF , in particular for
x = θ(m)(xi). This implies

0 = θ(pj)

ξi,p` +

p`−1∑
m=1

θ(p`)(ξi,m)(−t)m


= θ(pj)(ξi,p`)− θ(p`)θ(pj)(xi) + θ(p`)θ(pj)(xi) + θ(pj)

p`−1∑
m=1

θ(p`)(θ(m)(xi))(−t)m


= θ(pj)θ(p`)(xi)− θ(p`)θ(pj)(xi).

The last step is obtained by the same calculation as above.

Similarly, one obtains

0 = θ(p`(p−1))

ξi,p` +

p`−1∑
m=1

θ(p`)(ξi,m)(−t)m


= θ(p`(p−1))θ(p`)(xi) +

p`−1∑
m=1

θ(p`)θ(p`(p−1))(ξi,m)(−t)m

=
1

(p− 1)!
(θ(p`))p−1θ(p`)(xi).

5.5 Example
sec:torsion-example

In this section, we restrict to an example for which it is even possible to give a
recursive formula for constructing an iterative derivation θ which is compatible
with the addition map (see Theorem 5.5.3). Indeed, it will be a sharpening of
the formula in Thm. 5.4.1, Item 4. We also show that there is such an iterative
derivation θ which additionally satisfies Lθ = C (see Prop. 5.5.4).

The example we consider is the elliptic curve E/C in characteristic p = 2
given by the equation x3 = z2 + z, the neutral element of addition being given
by the point (0, 0).

As before, KE/C denotes the function field of E/C, and L = KE(t) =
C(x, z, t) is the HD-field with a higher derivation θ extending the iterative deriva-
tion with respect to t on C(t). The iterative derivatives of x are denoted by ξm,
i.e. θ(x) =: x +

∑∞
m=1 ξmT

m, and ηL := (x, z) ∈ E(L) is the generic point of E.
Furthermore, D = KE denotes the ID-field with trivial iterative derivation.
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Lemma 5.5.1. For two points (x1, z1) and (x2, z2) with z1 6= 1 and x2 6= x1
1+z1

,
the difference (xd, zd) := (x1, z1)	 (x2, z2) is given by:

xd = x2 +
x1

1 + z1

+

(
z2 − z1

1+z1

x2 − x1
1+z1

)2

and

zd =
z2 − z1

1+z1

x2 − x1
1+z1

· (xd − x2) + z2

Proof. One only has to check, that the point (xd, zd) is the third intersection of the
elliptic curve with the line passing through (x2, z2) and 	(x1, z1) = ( x1

1+z1
, z1

1+z1
).

Let

f(T ) :=
∞∑
k=0

fmT
m := θ(x) +

x

1 + z
+

(
θ(z)− z

1+z

θ(x)− x
1+z

)2

∈ L[[T ]].

Then by the previous lemma, f(T ) is the x-coordinate of ηL 	 θ∗(ηL). For the

coefficients fm we have: f0 = 0, fm = ξm for odd m and fm = ξm + (f̃m)2 for

even m > 0 and an appropriate element f̃m ∈ L, depending only on x, z and the
elements ξk for k ≤ m/2.

Furthermore, let g(T ) denote the z-coordinate of ηL	θ∗(ηL), i.e. ηL	θ∗(ηL) =
(f(T ), g(T )) in these local coordinates. Since this is a point on E, one has
the relation f(T )3 = g(T )2 + g(T ), and hence the coefficients gm of g(T ) =:∑∞

k=0 gmT
m can be expressed in terms of the fm. In more detail, g0 = g1 = g2 = 0

and gm can be written as a polynomial in f1, . . . , fm−2.
lem:theta-f

Lemma 5.5.2. Assume that θ is an iterative derivation on L. Then for even
m, j ∈ N\{0} the difference θ(m)(fj)−

(
m+j
m

)
fm+j is a polynomial in

(
(m+j)/2
m/2

)
f(m+j)/2,

f(m+j)/2−1, . . . , f1, whereas for all other choices of m, j ∈ N this difference is 0.

Proof. By definition, f(T ) is the x-coordinate of ηL	θ∗(ηL), hence θU [[T ]](f(T ))
is the x-coordinate of (θU [[T ]])∗(ηL 	 θ∗(ηL)). But

(θU [[T ]])∗(ηL 	 θ∗(ηL)) = θU,∗(ηL)	 (θU [[T ]])∗(θ∗(ηL))

= θU,∗(ηL)	 ηL ⊕ ηL 	 θU+T,∗(ηL)

=
(
ηL 	 θU+T,∗(ηL)

)
	
(
ηL 	 θU,∗(ηL)

)
Hence, (θU [[T ]](f(T )), θU [[T ]](g(T ))) = (f(U + T ), g(U + T )) 	 (f(U), g(U)).
Using the formula for the difference, we obtain

θU [[T ]](f(T )) = f(U) +
f(T + U)

1 + g(T + U)
+

(
g(U)− g(T+U)

1+g(T+U)

f(U)− f(T+U)
1+g(T+U)

)2

∈ L[[T, U ]].
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The coefficient of UmT j on the left hand side is θ(m)(fj). For the right hand side,
we first remark that

f(T + U)

1 + g(T + U)
= f(T + U) +

(
g(T + U)/(T + U)

)2 ·
(
f(T + U)/(T + U)

)−2
,

as power series in (T + U). So the right hand side is f(U) + f(T + U) modulo
squares. This already shows that the coefficient of UmT j on the right hand side
is
(
m+j
m

)
fm+j, if m or j are odd.

For the other coefficients one has to have a closer look at the equation. There-
fore, we consider the remaining terms as power series in (T +U) with coefficients

in L((U)). The coefficient of UmT j in
(
g(T + U)/(T + U)

)2 ·
(
f(T + U)/(T +

U)
)−2

is
(
m+j
m

)
times the coefficient of (T + U)m+j in this expression. Since(

g(T + U)/(T + U)
)

is a multiple of (T + U)2, this coefficient depends only on
f(m+j)/2−2, f(m+j)/2−3, . . . , f1. The last term in the equality above is the square of

g(U)− g(T+U)
1+g(T+U)

f(U)− f(T+U)
1+g(T+U)

=
1

1 + g(U)
· g(U) + g(U)2 + (g(U)2 − 1)g(T + U)

f(U) + f(U)g(T + U)− f(T + U)

=
1

1 + g(U)
· f(U)3 + (g(U)2 − 1)g(T + U)

f(U) + f(U)g(T + U)− f(T + U)

=
1

1 + g(U)
f(U)2 ·

1 +
∑∞

k=1 gk(
g(U)2−1
f(U)3

)(T + U)k

1 +
∑∞

k=1(gk − fk
f(U)

)(T + U)k

=
(
1 + g(U)

)−1
f(U)2 ·

(
∞∑
n=0

τn(T + U)n

)

where τn is some polynomial in f1, . . . , fn (and g1, . . . , gn), g(U) and 1
f(U)

. Since

the whole expression is a power series, f(U)2 · τn is already in L[[U ]]. Hence,

the coefficient of UmT j in
(

1
1+g(U)

f(U)2 · (
∑∞

n=0 τn(T + U)n)
)2

depends only on

f(m+j)/2, f(m+j)/2−1, . . . , f1, and f(m+j)/2 only occurs with the factor
(

(m+j)/2
m/2

)
.

thm:strong formula

Theorem 5.5.3. θ is an iterative derivation on L commuting with ρ if and only
if for all ` ≥ 0 and all 0 < m < 2` one has ξm+2` = θ(2`)(ξm) and

ξ2` ∈
2`−1∑
m=1

θ(2`)(ξm)tm +

2`−1∑
m=0

θ(m)(f̃2`)t
m

2

+ C(t2
`+1

). (∗`)

In particular, it is possible to choose/calculate elements ξm recursively for m =
1, 2, . . . in order to obtain an iterative derivation on L commuting with ρ.
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Proof. First let θ be an iterative derivation which commutes with ρ. Then
ξm+2` = θ(m)(ξ2`) for all 0 < m < 2` by Theorem 5.4.1.
Further using the rules in Theorem 5.4.1, we obtain:

ξ2` +
2`−1∑
m=1

θ(2`)(ξm)tm =
2`−1∑
m=1

θ(m)(ξ2`)t
m =

2`+1−1∑
m=1

θ(m)(ξ2`)t
m,

since θ(m)(ξ2`) = 0 for 2` ≤ m < 2`+1, as well as2`−1∑
m=0

θ(m)(f̃2`)t
m

2

=
2`−1∑
m=0

(
θ(m)(f̃2`)

)2

t2m =
2`−1∑
m=0

θ(2m)
(
(f̃2`)

2
)
t2m

=
2`+1−1∑
m=0

θ(m)
(
(f̃2`)

2
)
tm,

since θ(m)
(
(f̃2`)

2
)

= 0 for m odd. Combining these we get:

ξ2` +
2`−1∑
m=1

θ(2`)(ξm)tm +

2`−1∑
m=0

θ(m)(f̃2`)t
m

2

=
2`+1−1∑
m=0

θ(m)(ξ2`)t
m +

2`+1−1∑
m=0

θ(m)
(
(f̃2`)

2
)
tm =

2`+1−1∑
m=0

θ(m)(f2`)t
m

This expression is in C(t), since f2` ∈ C(t) by Lemma 5.2.1, and it is in the
intersection

⋂
0≤j<`+1 Ker(θ(pj)) by Lemma 5.1.2, hence in C(t2

`+1
) as desired.

On the other hand, assume that the conditions on ξm+2` and on ξ2` hold.
We will first show that θ is an iterative derivation by showing inductively that
θ(j) ◦ θ(m) =

(
j+m
j

)
θ(j+m) for all j +m ≤ 2`0+1.

For `0 = 0, condition (∗`0) is just ξ1 ∈ C(t2), which implies θ(1)(ξ1) = 0.
Hence by Theorem 5.4.1, the iteration rule holds for all j +m ≤ 2 = 20+1. Now,
assume by induction that the iteration rule holds for all j + m ≤ 2`0 . Then
it even holds for all j + m < 2`0+1, since ξm+2` = θ(2`)(ξm), and we obtain by

Lemma 5.1.2 that θ(2j)
(∑2`0−1

m=0 θ(m)(x)tm
)

= 0 for all x ∈ L and 0 ≤ j < `0, in

particular θ(2j)
(∑2`0−1

m=0 θ(m)(f̃2`0 )tm
)

= 0 for 0 ≤ j < `0. Therefore using (∗`0),

ξ2`0 +
∑2`0−1

m=1 θ(2`0 )(ξm)tm ∈
⋂

0≤j≤`0 Ker(θ(2j)). By Theorem 5.4.1, this shows

that the iteration rule holds for j +m ≤ 2`0+1.

It remains to show that ρ is an ID-homomorphism. By Lemma 5.2.1, this is
equivalent to fk ∈ C(t) for all k ≥ 1. Again we use induction: The case k = 1 is
given by condition (∗0), since f1 = ξ1. Assume fm ∈ C(t) is already shown for
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1 ≤ m ≤ 2` − 1. If k = 2` + m for some 0 < m < 2`, then by Lemma 5.5.2,
f2`+m differs from θ(2`)(fm) by a polynomial in fj for 1 ≤ j ≤ 2` − 1, and hence
is an element of C(t) by induction. If k = 2`, condition (∗`) and the calculations
above imply that

2`+1−1∑
m=0

θ(m)(f2`)t
m ∈ C(t). (†)

By using Lemma 5.5.2, and f2`+m ∈ C(t) as well as fj ∈ C(t) for 1 ≤ j ≤
2` − 1, we see that θ(m)(f2`) is an element of C(t) for 0 < m < 2`, and also

θ(2`)(f2`) ∈ C(t), since
(

2`+1

2`

)
and

(
2`

2`−1

)
are both zero in characteristic 2. For

2` < m < 2`+1, we have θ(m)(f2`) = θ(m−2`)
(
θ(2`)(f2`)

)
∈ C(t). Therefore all the

terms in (†) different from f2` are in C(t) and hence f2` ∈ C(t).
prop:theta-exists

Proposition 5.5.4. The higher derivation θ in Theorem 5.5.3 (or the ξi’s re-
spectively) can be chosen in such a way that Lθ = C.

Proof. If we have an iterative derivation θ on L such that Lθ ) C, then L is
finite over Lθ(t), since both fields have the same transcendence degree. Since
all ID-extensions of Lθ(t) with same constants are separable, there is a separable
irreducible polynomial µ[X] ∈ Lθ(t)[X] such that µ(x) = 0, and the higher deriva-
tives ξi of x are uniquely determined by µ (comp. Example 5(3)). In particular,
the parameter space of such iterative derivations is bounded by the countably
dimensional C-vector space of polynomials with coefficients in L ⊇ Lθ(t).

On the other hand, the space of iterative derivations satisfying the conditions
in Theorem 5.5.3 is parametrized by

∏
`≥0C(t2

`+1
) which has uncountable di-

mension over C. Hence, there is an iterative derivation θ as desired (and indeed
uncountably many).
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