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Chapter 1

Introduction

This lecture series introduces in the first part a cohomological theory for varieties in positive characteristic with
finitely generated rings of this characteristic as coefficients developed jointly with Richard Pink. In the second
part various applications are given.

The joint work with Pink was carried out in order to give an algebraic proof of the rationality of some L-functions
defined by D. Goss. Prior to our work an analytic proof using methods á la Dwork had been given by Y. Taguchi
and D. Wan in [43]. Moreover by an approach dual to ours and closer in spirit to D-modules in characteristic
zero, one should also be able to obtain an algebraic proof from the work [13] of M. Emerton and M. Kisin

Our expectation that such a cohomological theory should exist came from the cohomological theory of `-adic
étale sheaves developed by Grothendieck and his coworkers to prove the rationality of the ζ-functions introduced
and studied by Weil, Hasse et al. In this case there had first been an analytic proof by Dwork. However it was
only the cohomological method which in the hands of Deligne eventually led to a full proof of the Weil conjecture.

Let me be more concrete: For a variety X of finite type over SpecZ one considers, following Weil, the ζ-function

ζX(s) :=
∏
x∈|X|

(
(1− T dx)−1

)
|T=p−sx

;

here |X| is the set of closed points x of X; for such an x the residue field kx is a finite field; px denotes its
characteristic and dx the degree of kx over Fpx ; s is a complex number. This infinite Euler product converges
absolutely for <(s) > dimX. It is conjectured that ζX has a meromorphic continuation to C. If X is irreducible
one furthermore conjectures that ζX has at most a simple pole at s = dimX. Except for a few cases, this
conjecture is wide open. If X is irreducible and if its generic points are all of characteristic zero, then s 7→
ζX(s)/ζSpecZ(s− dimX + 1) has a holomorphic continuation to <(s) > dimX − 1/2 – see Exercise 1.1 and [35].

For X = SpecZ the Euler product ζX is simply the Riemann ζ-function. For X the ring of integers of a number
field it is the Dedekind ζ-function. For these X it is known that ζX has a meromorphic continuation to C with
a simple pole at s = 1. Its residue is of arithmetic significance.

We can rearrange the above product as follows: For any prime p let Xp := X ×SpecZ SpecFp be the fiber of X
above p. Then the closed points of Xp are precisely the closed points of X with px = p. Define

Z(Xp, T ) :=
∏

x∈|Xp|

(1− T dx)−1 ∈ 1 + TZ[[T ]]. (1)

This is the ζ-function of A. Weil of Xp. It can also be defined in an entirely different way by counting closed

points of Xp over the fields Fpn , n→∞, namely Z(Xp, T ) = exp
(∑

r≥1Nrt
r/r
)

with Nr = #Xp(Fpr ).

Using Z(Xp, T ) it is easy to verify that

ζX(s) =
∏
p

Z(Xp, p
−s).
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The Weil conjecture makes predictions about Z(Xp, T ).

(a) It asserts that Z(Xp, T ) is a rational function in T . If Xp is a smooth projective variety over Fp of dimension
n then by Grothendieck et al. more refined assertions are true:

Z(Xp, T ) =

2 dimXp∏
j=0

det
(

1− T Frob−1
p |H

j
et(Xp,Q`)

)(−1)j+1

; (2)

(b) Z(Xp, T ) satisfies the functional equation Z(Xp,
1

pnT ) = ±pEn/2TEZ(Xp, T ) where E =
∑2n
j=0(−1)iBj

with Bj = dimHj – or E is the self intersection number of ∆ ⊂ X ×X;

(c) the eigenvalues of Frobp acting on Hj
et(Xp,Q`) are algebraic integers all of whose complex absolute values

are of size pj/2. (They are Weil numbers of weight i.)

The equality of the right hand sides of (1) and (2) is derived from a Lefschetz trace formula. It is a key assertion
of the cohomological approach toward proving the Weil conjecture. Recommended references are [51, 36, 14, 31].

Exercise 1.1. This exercise may require additional reading on the assertions of the Well conjecture.

(a) Suppose Xp is irreducible and of dimension n (but not necessarily smooth). Then Nr−(pn)r = O(p(n− 1
2 )r).

(b) Suppose X is irreducible and generically of characteristic zero. Then s 7→ ζX(s)/ζSpecZ(s−dimX + 1) has
a holomorphic continuation to <(s) > dimX − 1/2.

To explain the situation we will be interested in, we consider a slightly different setting. Let X be as above
and let A → X be an abelian scheme over X, e.g. an elliptic curve over X. (This means that the morphism is
smooth projective and flat, it carries a section (the 0-section of the abelian scheme) and all fibers are abelian
varieties.) For simplicity we assume that X = Xp for some fixed prime p. For the abelian variety Ax it is known
that H1

et(Ax,Q`) is the dual of the `-adic Tate-module of Ax, tensored with Q` over Z`:

H1
et(Ax,Q`)∨ ∼= Tate`(Ax)⊗Z` Q`.

Moreover Hj
et(Ax,Q`) = ΛjH1

et(Ax,Q`), the j-th exterior power of H1. An often studied L-function in this
context is∏

x∈|X|

det
(

1− T dx Frob−1
x |H1

et(Ax,Q`)
)−1

=
∏
x∈|X|

det
(

1− T dx Frob−1
x |Tate`(Ax)

)−1

∈ 1 + TZ[[T ]].

By Grothendieck’s more general formulation of the conjectures of Weil, this is also a rational function in T .

An analog of the right hand side can be defined within the framework of function field arithmetic: Consider a
smooth projective curve over a finite field. Let A be the coordinate ring of the affine curve obtained from the
projective curve by removing a single closed point. For such A one has the notion of Drinfeld A-module (or more
generally A-motive). For every place p of A, and any Drinfeld A-module ϕ (or more generally any A-motive M)
one can associate the p-adic Tate-module Tatep(ϕ). If ϕ is defined over a finite field kx, then the corresponding
Frobenius endomorphism acts on the Tate-module and one obtains

det
(

1− T dx Frob−1
x |Tate`(ϕ)

)
∈ 1 + T dxA[[T dx ]].

Suppose now that ϕ is a Drinfeld A-module over a scheme X of finite type over Fp – one should think of ϕ as a
family of Drinfeld A-modules over X. For such ϕ Goss conjectured that

L(ϕ,X, T ) :=
∏
x∈|X|

det
(

1− T dx Frob−1
x |Tate`(ϕx)

)−1

∈ 1 + TA[[T ]]
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is in fact a rational function over A. This was first proved by Taguchi and Wan and later by R. Pink and the
author.

Goss also defined an analog of the global ζ-function considered above: For this observe that every Drinfeld A-
module ϕx has a characteristic. This yields a morphism of schemes X → SpecA (and the same for A-motives).
As before, one considers the various fibers Xp := X ×SpecA SpecA/p and defines

Lglob(ϕ,X, s) :=
∏

p∈Max(A)

L(ϕ|Xp
, Xp, T )|T=p−s ;

here s ∈ Zp × C∞ which can be regarded as an analog of the complex plane; we skip the definition of p−s but
note that the product only converges in an analog of a right half plane. Goss defines what it means for a function

Zp × C∞ → C∞

to be meromorphic and essentially algebraic. It is shown for A = Fq[t] in the work [43] of Taguchi and Wan and
for general A in [3] that the global L-functions of Goss possess these two properties. More will be explained in
the upcoming lectures.

The aims of the present lecture series are:

• Introduce the cohomological theory of Pink and myself which is applicable to families Anderson’s A-motives.
(and more generally)

• Prove a Lefschetz trace formula within this theory following an argument by Anderson and obtain an
algebraic proof of Goss’ conjectures on L-functions of families of t-motives.

• Discuss the following topics related to the above theory:

(a) A cohomological formula for special values of Goss global L-function at negative integers.

(b) Goss’ conjectures about the meromorphy of global L-functions as well as results and conjectures on
the distribution of their zeros.

(c) The link between the theory of Pink and myself to the étale theory of sheaves of Fp-vector spaces on
varieties X of characteristic p.

(d) An alternative proof of a theorem of Goss and Sinnott on the relation between components on the
class groups of torsion fields of Drinfeld modules and the divisibility of L-values..

(e) The association of Galois representations (or more general A-motive like objects) to Drinfeld modular
forms.

References: A detailed account of the cohomological theory treated in this course is given in the monograph [8].
The results on meromorphy of global L-functions are from [3]. The cohomological treatment of Drinfeld modular
forms stems from [4]. A very important article regarding a Trace formula for Goss’ L-function is Anderson’s [2].
Much background on Drinfeld modules and t-motives can be found in [23]. Another rich source is [47]. Further
references are given throughout the text. Some of the results we present have not yet appeared in print or
preprint form.

Acknowledgments: I would like to thank the CRM at Barcelona for the invitation to present this lecture series
during an advanced course on function field arithmetic from February 22 to March 5, 2010 and for the pleasant
stay at CRM in the spring of 2010 during which a preliminary version of these lecture notes were written. I
also thank the NCTS in Hsinchu, Taiwan, and in particular Chieh-Yu Chang and Winnie Li for inviting me
in September 2010 for giving another lecture series on the above results. It much helped with the revisions of
the original notes. I thank D. Thakur for his many remarks on the Goss L-function of the Carlitz module. For
help with the correction of a preliminary version, I thank A. Karumbidza and I. Longhi. I acknowledge financial
support by the Deutsche Forschungsgemeinschaft through the SFB/TR 45.
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Chapter 2

Notation

Let p be a prime number and q a power of p. We fix a finite field k with q elements. All schemes X,Y, Z, U etc. are
assumed to be noetherian and separated over k. All morphisms, fiber products, tensor products of modules and
algebras are taken over k unless specified otherwise. By a (quasi)-coherent sheaf on a scheme X we will always
mean a (quasi)-coherent sheaf of OX -modules. Any homomorphism of such sheaves is assumed to be OX -linear,
and any tensor product of such sheaves is taken over OX . The Frobenius morphism on X over k, which acts on
functions by x 7→ xq, is denoted σ : X → X.

Throughout most of the lectures we fix a scheme C which is assumed to be a localization of a scheme of finite
type over k. The notation is intended to reflect the role of C as a Coefficient system. To guarantee the existence
of sufficiently many functions we assume that C is affine; thus C = SpecA, where A is a localization of a finitely
generated k-algebra. Interesting special cases of such A are the coordinate ring of any smooth affine curve over k,
any field which is finitely generated over k, and any finite Artin ring over k.

The assumptions on C imply that X × C is noetherian for every noetherian scheme X over k. This is useful in
dealing with coherent sheaves on X × C. As a general rule, sheaves on X will be distinguished from those on
X ×C by an index ( )0. Throughout we let pr1 : X ×C → X denote the projection to the first factor. For any
coherent sheaf of ideals I0 ⊂ OX we abbreviate I0F := (pr−1

1 I0)F .

In the special case where C is an irreducible smooth affine curve over k whose smooth compactification is obtained
by adjoining precisely one closed point ∞, we define: K as the fraction field of A, K∞ as the completion of K
at ∞ and C∞ as the completion of the algebraic closure of K∞. Similarly, for any place v of K we denote by Kv

the completion of K at v and by Ov the ring of integers of Kv and by kv the residue field of Kv.
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Chapter 3

First basic objects

In this chapter we shall introduce τ -sheaves. These are the first building blocks in the theory developed with
Pink. We shall see how they arise from (families of) Drinfeld A-modules and A-motives.

1 τ -sheaves

Definition 3.1. A τ -sheaf over A on X is a pair F := (F , τF ) where F is a quasi-coherent sheaf on X × C and
τF is an OX×C-linear homomorphism

(σ × id)∗F τF // F .

As A remains fixed for the most part, we usually speak of τ -sheaves on X.

A homomorphism of τ -sheaves F → G on X is a homomorphism of the underlying sheaves ϕ : F → G such that

(σ × id)∗F τF //

(σ×id)∗ϕ

��

F

ϕ

��
(σ × id)∗G

τG // G.

commutes.

The sheaf underlying a τ -sheaf F will always be denoted F . We will mostly abbreviate τ = τF (if the underlying
sheaf is clear from the context).

Exercise 3.2. Let f : Y → X be a morphism of schemes, let F and G be sheaves of OX and OY -modules,
respectively. Prove that there is a natural isomorphism

HomOY (f∗F ,G) = HomOX (F , f∗G)

of abelian groups, called adjunction. In the case where X and Y are affine schemes, reformulate adjunction in
terms of modules.

Exercise 3.3. (i) Suppose N is an S-module and σ̃ : S → S is a ring homomorphism. Denote by Nσ̃ the same
underlying abelian group however with S acting via σ̃, i.e. s ·σ̃ n := σ̃(s) ·n. Call a morphism α : N → N σ̃-linear
if α(sn) = σ̃(s)α(n). Denote by S[σ̃] the not necessarily commutative polynomial ring in σ̃ over S with the
commutation rule σ̃s = σ̃(s)σ̃ for s ∈ S. Then the following are equivalent for a map α : N → N :

(a) α is σ̃-linear

(b) α : N → Nσ̃, n 7→ α(n) is linear
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(c) αlin : Sσ̃ ⊗S N → N, s⊗ n 7→ sα(n) is S-linear where the map S → S used in the tensor product is σ̃.

(d) N is a left S[σ̃]-module via
∑
siσ̃

i ·n =
∑
i siα

i(n), i.e. via the unique action extending that of S on N so
that α(n) = σ̃ · n.

(ii) On any affine chart SpecR ⊂ X a τ -sheaf over A corresponds to an R⊗A-module M together with a σ⊗ id-
linear homomorphism τ : M → M . In other words, it corresponds to a left module over the non-commutative
polynomial ring (R⊗A)[τ ], defined by the commutation rule τ(u⊗ a) := (uq ⊗ a)τ for all u ∈ R and a ∈ A.

Definition 3.4. The category formed by all τ -sheaves over A on X and with the above homomorphisms is
denoted QCohτ (X,A). The full subcategory of all coherent τ -sheaves (those F for which F is coherent) is
denoted Cohτ (X,A).

Exercise 3.5. Find an example of a non-zero τ -sheaf which contains no coherent τ -subsheaf except for 0. Show
that any quasi-coherent sheaf (without τ) is the direct limit of its coherent subsheaves.

Because of the above example and for various technical reasons, in [8] we also introduce the category of ind-
coherent τ -sheaves, i.e. τ -sheaves which are the filtered direct limit of their coherent τ -subsheaves.

The above two categories are abelian A-linear categories, and all constructions like kernel, cokernel, etc. are
the usual ones on the underlying quasi-coherent sheaves, with the respective τ added by functoriality. In par-
ticular, the formation of kernel, cokernel, image and coimage is preserved under the inclusions Cohτ (X,A) ⊂
QCohτ (X,A).

Proposition 3.6. Cohτ (X,A) ⊂ QCohτ (X,A) is a Serre subcategory – cf. Definition 4.9.

QCohτ (X,A) is a Grothendieck category, i.e., it is closed under exact filtered direct limits and it posses a
generator: an element U such that any element of QCohτ (X,A) is a quotient of ⊕IU for some index set I.

The proof of the first part is obvious, that of the second can be found in [8, Thm 3.2.7]

2 (Algebraic) Drinfeld A-modules

Throughout this section, we assume that C = SpecA is an irreducible smooth curve over k whose smooth
compactification C̄ is obtained by adjoining precisely one closed point called ∞. Our prime example will be
A = k[t]. For any non-zero element a ∈ A, we set deg(a) := logq #(A/Aa).

By a line bundle L on X we mean a group scheme over X which is Zariski locally isomorphic to the additive
group scheme Ga×X. Its endomorphism ring Endk(L) consists of all k-linear endomorphisms as a group scheme
over X. If X = SpecR is affine and L is trivial (and thus L = SpecR[x]), one can identify Endk(L) with the
non-commutative polynomial ring R[τ ] defined by the commutation rule τu := uqτ for all u ∈ R. Here τ acts
on a polynomial f =

∑
rix

i ∈ R[x] as τf =
∑
aix

qi and thus on r ∈ R = Ga(SpecR) as τ(r) = rq. This means
that τ is simply the Frobenius endomorphism on the sections Ga(SpecR) = R.

For arbitrary X, let L denote the invertible sheaf of sections of L over X. Since on sections, Frobenius is
exponentiation to the power q, it defines a homomorphism L → L⊗q, and thus only if composed with a lin-
ear homomorphism L⊗q → L one obtains a q-linear homomorphism. From this one deduces that Endk(L) is
isomorphic to the module of global sections of ⊕n≥0L⊗(qn−1).

Definition 3.7. A Drinfeld A-module of rank r > 0 on X consists of a line bundle L on X and a ring ho-
momorphism ϕ : A → Endk(L), a 7→ ϕa, such that for all points x ∈ X with residue field kx the induced
map

ϕx : A→ Endk(L|x) ∼= kx[τ ], a 7→
∞∑
i=0

ui(a)τ i

has coefficients ui(a) = 0 for i > r deg(a) and ur deg(a)(a) ∈ k∗x.
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A homomorphism (L,ϕ) → (L′, ϕ′) of Drinfeld A-modules over X is a homomorphism of line bundles L → L′

that is equivariant with respect to the actions ϕ and ϕ′. It is called an isogeny if it is non-zero on any connected
component of X. The latter implies that its kernel is a finite subgroup scheme of L.

The characteristic of (L,ϕ) is the morphism of schemes Charϕ : X → C corresponding to the ring homomorphism
dϕ : A→ EndOX (Lie(L)) ∼= Γ(X,OX). An element a ∈ A is prime to the characteristic of ϕ if dϕa is non-zero.
A Drinfeld-module over a field is of generic characteristic if all a ∈ Ar {0} are prime to its characteristic. Else
it is of special characteristic Ker(dϕ), which is a non-zero prime ideal of A.

Exercise 3.8. Verify that the above definitions agree with the ”usual ones” in the case X = SpecF for any field
F of characteristic p.

Example 3.9. In the special case where X = SpecR is affine and L is trivial over X, any Drinfeld A-module is
isomorphic to one in the standard form

ϕ : A→ R[τ ], a 7→
r deg(a)∑
i=0

ui(a)τ i,

where ur deg(a)(a) is a unit in R for all a ∈ A r {0}. The characteristic of ϕ is the morphism corresponding to
the ring homomorphism A→ R, a 7→ u0(a).

An isogeny ϕ → ϕ′ between Drinfeld modules in standard form over SpecR is given by some ψ ∈ R[τ ] with
leading coefficient a unit in R such that ϕ′aψ = ψϕa for all a ∈ A. Such a ψ defines an isomorphism if its degree
is zero.

Further results on Drinfeld modules such as their analytic definition via lattices, a discussion of their torsion
points and the existence of isogenies and on Drinfeld Hayes modules can be found in Appendix A.

3 A-motives

The following construction due to Drinfeld attaches a coherent τ -sheaf to any Drinfeld A-module (L,ϕ) of rank
r on X: The functor

U 7→ Homk

(
L|U, Ga × U

)
defines a quasi-coherent sheaf of OX -modules on X. Letting each a ∈ A act via right composition with ϕa
defines on it the structure of a sheaf of OX ⊗ A-modules. Let M(ϕ) be the corresponding quasi-coherent sheaf
of OX×C-modules on X × C.

Example 3.10. In Example 3.9 the module underlying M(ϕ) is M(ϕ) := R[τ ]. Here R and τ act by left multipli-
cation, and a ∈ A by right multiplication with ϕa. It is easy to see that M(ϕ) is finitely generated over R ⊗ A.
In the special case A = k[t] it is free over R⊗A ∼= R[t] with basis {1, τ, τ2, . . . , τ r−1}. If ϕt = θ+α1 + . . .+αrτ

r

with αr ∈ R∗, then the matrix representing τ is given by

τ =

∣∣∣∣∣∣∣∣∣∣∣∣

0 0 . . . 0 t−θ
αr

1 0 . . . 0 −α1

αr
0 1 . . . 0 −α2

αr
...

...
. . .

...

0 0 . . . 1 −αr−1

αr

∣∣∣∣∣∣∣∣∣∣∣∣
(σR × idt)

Exercise 3.11. For any Drinfeld A-module (L,ϕ) of rank r on X, the sheafM(ϕ) is a locally free sheaf on X × C
of rank r. (Hint: Reduce to X affine, ϕ of standard form; treat first A = Fq[t]; reduce the general case to this.)

Let σ ∈ Endk(Ga ×X) denote the Frobenius endomorphism relative to X. Left composition with σ defines an
OX×C-linear homomorphismM(ϕ)→ (σ× id)∗M(ϕ), and thus via adjunction an OX×C-linear homomorphism

τ : (σ × id)∗M(ϕ) −→M(ϕ).

9



The resulting τ -sheaf is denotedM(ϕ). This construction is functorial in (L,ϕ). Moreover Coker(τ) is supported
on the graph of Charϕ and locally free of rank 1 over X.

The following definition is essentially due to Anderson: We fix a morphism Char: X → C.

Definition 3.12. A family of A-motives over X, or short an A-motive on X, of rank r and of characteristic Char
is a coherent τ -sheaf M on X such that

(a) the underlying sheaf M is locally free of rank r over OX×C , and

(b) as subsets of X × C the support of Coker(τ) is a subset of the support of the graph of Char.

When X is the spectrum of a field F , A = Fq[t] and the module corresponding to M is finitely generated over
F [τ ], then M is a t-motive in the sense of Anderson [1].

Exercise 3.13. (a) Denote by OX [τ ] the sheaf of rings on X defined on affine charts SpecR ⊂ X by R[τ ]
and with the obvious gluing morphisms. Given a Drinfeld-module (L,ϕ) on X we defined M(ϕ) as
Homk/X(L,Ga,X) with the induced τ and OX×C-actions. Show that to recover (L,ϕ) one may proceed as
follows:
Define a functor on X-schemes π : Y → X by assigning to π the value HomOY [τ ](π

∗M(ϕ),OY ) where OY
is considered as a sheaf on Y with the obvious action by OY [τ ]. Show that this functor is represented by
L on X and that one can recover ϕ from the A-action on M(ϕ). (Hints: Exercise 3.3; us a affine covers.)

(b) The assignment (L,ϕ) → M(ϕ) defines a contravariant functor which is fully faithful. For X = SpecF ,
the image is the set of those A-motives which are free over F [τ ] of rank 1.

(c) Call a map M → N between A-motives on X an isogeny if its kernel and cokernel are finite over X.
Show that any isogeny has trivial kernel and that (L,ϕ) → M(ϕ) maps isogenies of Drinfeld A-modules
to isogenies of A-motives.

(d) Show that for X = SpecF any non-zero subobject of M(ϕ) is isogenous to M(ϕ), i.e. that it is an object
which is irreducible up to isogeny. (Hint: use that End(ϕ) is an order in a division algebra.)

The category of Drinfeld A-modules does not permit the formation of direct sums or tensor products or related
operations from linear algebra.

The passage to Anderson’s t-motives, and more generally to A-motives, adds this missing flexibility.

We will see that A-crystals are even more flexible in that they form an abelian category with tensor product,
which possesses a cohomology theory with compact support with many of the usual properties.

10



Chapter 4

A-crystals

In the previous chapter we introduced the first basic objects. Their definition was natural in light of the defi-
nition of families of Drinfeld modules and A-motives. In Section 1 we shall revisit the motivation given at the
beginning of this lecture series. This will indicate that τ -sheaves are not in all respects suitable for the sought-for
cohomological theory. Namely it suggest that we should find a new category built out of τ -sheaves in which
those homomorphisms of τ -sheaves whose kernels and cokernels have nilpotent τ into isomorphisms. The formal
procedure to obtain this category is localization. We briefly recall this in Sections 2 and 3 and refer to [8, §1.2]
for further details and further references. In Section 4 we introduce the important notions of nilpotent τ -sheaf
and of nil-isomorphism. Their understanding is a prerequisite to Section 5 where we introduce the category
of A-crystals. This is the category for which we shall in the following chapters investigate the cohomological
formalism introduced in [8].

1 Motivation II

The objects of Cohτ (X,A) are pairs of a coherent OX×C-module and an endomorphism. For such pairs, the
definition of inverse image, ⊗ and direct image can be defined in an obvious way, and we will do this later. One
problem with direct image is that coherence is not preserved. But this does not come unexpectedly: already
direct image between categories of quasi-coherent sheaves does not preserve coherence.

What is lacking at this point?

• For a trace formula, we need Rf!, direct image with proper support, for any morphism f of finite type.
The standard construction in the setting of schemes is Rf! = Rf̄∗ ◦ j! where f = f̄ ◦ j with f̄ proper and j
an open immersion. (Such a factorization is called a (relative) compactification.) It remains the question
of how to define j! for j an open immersion.

Note that j! from quasi-coherent sheaves is not a useful functor here, since j! of a coherent sheaf is not
necessarily quasi-coherent. On the other hand, in the present setting we would like j! to preserve coherence.

• If we are mainly interested in L-functions, we should regard pairs (F , 0) with the zero morphism as zero.
More generally we should regard pairs (F , τ) with τ nilpotent as zero!

• Expanding on the previous example we might like to regard a homomorphism F → G as an isomorphism
if its kernel and cokernel have nilpotent τ .

• We would like to have a simple categorical characterization of objects F to which we can attach an L-
function, i.e., to which we can attach a pointwise L-factor at all closed points.

For this further motivation, suppose that X is of finite type over Fq and that F is the pullback of a coherent
sheaf F0 on X. To any such F one can assign an L-function as a product of pointwise L-factors as follows:

11



For any x ∈ |X| let kx denote its residue field and dx its degree over k. Then the pullback Fx of F to x× C is
equal to the pullback of F0 from X to x, pulled back under x× C → x; hence it corresponds to a free kx ⊗ A-
module of finite rank Mx. The induced homomorphism τx : (σx × id)∗Fx → Fx corresponds to a σx ⊗ idA-linear
endomorphism τx : Mx →Mx. The iterate τdxx of the latter is kx ⊗A-linear, and one can prove that

detkx⊗A
(
id−tdxτdxx

∣∣Mx

)
= detA

(
id−tτx

∣∣Mx

)
.

This is therefore a polynomial in 1 + tdxA[tdx ]. Since there are at most finitely many x ∈ |X| with fixed dx, the
following product makes sense:

Definition 4.1. The naive L-function of F is

Lnaive(X,F , T ) :=
∏
x∈|X|

detA
(
id−Tτx

∣∣Mx

)−1 ∈ 1 + TA[[T ]],

For the trace formula suppose first that X is proper over k. Then for every integer i the coherent cohomology
group Hi(X,F0) is a finite dimensional vector space over k. Moreover, the equality F = pr∗1 F0 yields a natural
isomorphism Hi(X × C,F) ∼= Hi(X,F0) ⊗ A. This is therefore a free A-module of finite rank. It also carries
a natural endomorphism induced by τ ; hence we can consider it as a coherent τ -sheaf on Spec k, denoted by
Hi(X,F). The first instance of the trace formula for L-functions then states:

Theorem 4.2. Lnaive(X,F , T ) =
∏
i∈Z L

naive
(
Spec k,Hi(X,F), T

)(−1)i

.

A standard procedure to extend this formula to non-proper X is via cohomology with compact support. For this
we fix a dense open embedding j : X ↪→ X into a proper scheme of finite type over k. (The existence of such a
compactification is a result due to Nagata; [37, 38] or [34].) We want to extend the given F on X to a coherent

τ -sheaf F̃ on X̄ without changing the L-function.) Any extension whose τz on F̃z is zero for all z ∈ |X̄ rX| has
that property, and it is not hard to construct such an extension: In fact, any coherent sheaf on X̄ extending F ,
multiplied by a sufficiently high power of the ideal sheaf of X̄rX, does the job. However, there are many choices
for this F̃ , and none is functorial. Thus there is none that we can consider a natural extension by zero “j!F” in
the sense of τ -sheaves. For the purpose of L-functions however, any such is a reasonable choice since it satisfies

Lnaive(X,F , T ) = Lnaive(X̄, F̃ , T ).

One can in fact show the following: Given any two extension F̃1, F̃2 of F to X, there exists a third one F̃3 and

injective homomorphisms of τ -sheaves ϕi : F̃3 → F̃ i, i = 1, 2, whose cokernels have nilpotent τ . In particular
one would like to regard all such F i as isomorphic.

Ignoring the ambiguity in the definition of j!F for the moment, let us nevertheless provisionally regard Hi(X̄, F̃)
as the cohomology with compact support Hi

c(X,F). Then from Theorem 4.2 we obtain the more general trace
formula

Theorem 4.3. Lnaive(X,F , T ) =
∏
i∈Z L

naive
(
Spec k,Hi

c(X,F), T
)(−1)i

.

Since the factors on the right hand side are polynomials in 1+tA[t] or inverses of such polynomials, the rationality
of Lnaive(X,F , T ) is an immediate consequence.

The order of presentation of the above theorems is for expository purposes only. In [8], Theorem 4.3 is proved
first when X is regular and affine over k and then generalized to arbitrary X by devissage. The proof in the affine
case is based on a trace formula by Anderson from [2]. While Anderson formulated it only for A = k, Taguchi
and Wan [44] already noted that it holds whenever A is a field, and [8] extends it further. Also, the formula in
[2] is interpreted in [8] as the Serre dual of the one in Theorem 4.3. This explains the absence of cohomology in
the trace formula given in [2].
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2 Localization

Let C be a category and let S denote a collection of morphisms in C. Morphisms in S are drawn as double arrows
=⇒ to distinguish them from arbitrary morphisms −→ in C.

Definition 4.4. The collection S is a multiplicative system if it satisfies the following three axioms:

(a) S is closed under composition and contains the identity morphism for every object of C.

(b) For any t : N ′ ⇒ N in S and any f : M → N in C, there exist s : M ′ ⇒ M in S and f ′ : M ′ → N ′ in C
such that the following diagram commutes:

M ′
f ′ //

s

��

N ′

t

��
M

f // N

The same statement with all arrows reversed is also required.

(c) For any pair of morphisms f, g : M → N the following are equivalent:

(i) There exists s ∈ S such that sf = sg.

(ii) There exists t ∈ S such that ft = gt.

Suppose S is a multiplicative system. Then one constructs a new category S−1C as follows:

The objects are those of C, i.e., Ob(S−1C) := Ob(C).

Morphisms will be equivalence classes of certain diagrams: A right fraction from M to N is a diagram

M
f−→ L

s⇐= N

in C with s ∈ S. Two right fractions M
fi−→ Li

si⇐= N are called equivalent if there is a commutative diagram

L1

��
M

f1
>>|||||||| f //

f2   B
BB

BB
BB

B L N

s1
\dAAAAAAA

AAAAAAA
sks

s2z� }}
}}

}}
}

}}
}}

}}
}

L2

OO

in C with s ∈ S.

Exercise 4.5. Using the axioms 4.4, show that this defines an equivalence relation on the class of all right fractions
from M to N .

One defines
HomS−1C(M,N)

as the set of equivalence classes of right fraction, provided the following set theoretic condition is satisfied:

Definition 4.6. S is called essentially locally small if for all M and N the class of right fractions from M to N
possesses a set of representatives.
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Due to the symmetry in the definition of multiplicative systems one can also work with left fractionsM ⇐ L→ N .
The axioms 4.4 imply that every equivalence class of left fractions corresponds to a unique equivalence class of
right fractions, and vice versa, so that one obtains the same result. Using axiom 4.4 (b) one defines the composition
of right fractions. Thus under the condition 4.6 one obtains a well-defined category S−1C, called the localization
of C by S.

There is a natural localization functor q : C → S−1C mapping any object to itself and any morphism M
f−→ N

to the equivalence class of the right fraction M
f−→ N

id⇐= N . To distinguish morphisms in S−1C from those
in C we often denote them by dotted arrows // . A morphism of the form q(f) is, by abuse of notation, also
denoted by a solid arrow. We will often abbreviate C := S−1C when S is clear from the context.

Exercise 4.7. Let S be an essentially locally small multiplicative system S in a category C.

(a) For every s ∈ S the morphism q(s) is an isomorphism in C.

(b) For any category D and any functor F : C→ D such that F (s) is an isomorphism for all s ∈ S, there exists
a unique functor F̄ : C→ D such that F = F̄ q.

(c) If C is an additive category, then so is C and q is an additive functor. In this case, if the functor F in (b)
is additive, then so is F̄ .

(d) Suppose S and S ′ are multiplicative systems of categories C and C′, respectively. If a functor F : C′ → C
satisfies F (S) ⊂ S ′, then there is an induced functor F̄ : C′ → C.

Remark: The properties 4.7 (a)–(b) characterize C and q up to equivalence of categories.

Definition 4.8. A multiplicative system S is saturated if, in addition to 4.4 (a)–(c), it also satisfies the condition

(d) For any morphism f : M → N in C, if there exist g : N → N ′ and h : M ′ → M such that gf and fh are
in S, then f is in S.

If S if saturated, one easily shows that for any morphisms L
f−→M

g−→ N , if two of f , g, and gf are in S, then
so is the third. This property is useful in simplifying arguments.

3 Localization for abelian categories

Definition 4.9. A full subcategory B of an abelian category A which is closed under taking subobjects, quotients,
extensions, and isomorphisms, is called a Serre subcategory.

Exercise 4.10. ([50, Exer. 10.3.2]) For any abelian category A there is a bijection between the class of saturated
multiplicative systems S and the class of Serre subcategories B. Explicitly, given B one defines S as the class of
those morphisms whose kernel and cokernel are in B. Conversely, given S one defines B as the full subcategory
consisting of those objects M of A such that 0→M is in S.

Definition 4.11. An abelian category is called locally small if for every object the equivalence classes of subobjects
form a set.

Exercise 4.12. Suppose A is locally small and let S be the multiplicative system associated to any Serre subcat-
egory B. Let f : M → N denote a morphism in A. Then

(a) (see [50, Ex. 10.3.2]) S is essentially locally small, the localized category Ā := S−1A is abelian and the
functor q : A→ A is exact.

(b) (i) The object q(M) ∈ A is zero if and only if M ∈ B.

(ii) The morphism q(f) is zero if and only if Im f ∈ B.
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(iii) The morphism q(f) is a monomorphism if and only if Ker f ∈ B.

(iv) The morphism q(f) is an epimorphism if and only if Coker f ∈ B.

(v) The morphism q(f) is an isomorphism if and only if both Ker f , Coker f ∈ B.

(c) If q(f) is an isomorphism, then f can be factored as f = gh where h is an epimorphism with kernel in B
and h is a monomorphism with cokernel in B.

(d) Every short exact sequence in A is isomorphic to the image of a short exact sequence in A.

(e) Every complex in A is isomorphic to the image of a complex in A.

Next recall that an object M ∈ A is noetherian if every increasing sequence of subobjects becomes stationary.

Exercise 4.13. If M ∈ A is noetherian, then q(M) ∈ A is noetherian.

Exercise 4.14. Is the category of A-motives on a scheme X abelian?

Show that the category which is the localization of the category of A-motives at the set of isogenies is an F -linear
abelian tensor category and that any morphism is given by a diagram

M⇐H→ N .

4 Nilpotence

For a τ -sheaf F one defines the iterates τnF of τF by setting inductively

τ0
F := id and τn+1

F := τF ◦ (σ × id)∗τnF .

Thus

• τn : (σn × id)∗F −→ F is an OX×C-linear homomorphisms.

• Each (σn × id)∗F :=
(
(σn × id)∗F , (σn × id)∗τF

)
is a τ -sheaf.

• τnF : (σn × id)∗F → F is a homomorphism of τ -sheaves.

Definition 4.15. (a) A τ -sheaf F is called nilpotent if τnF vanishes for some, or equivalently all, n� 0.

(b) A τ -sheaf F is called locally nilpotent if it is a union of nilpotent τ -subsheaves.

The full subcategories of QCohτ (X,A) formed by all nilpotent and coherent, respectively locally nilpotent
τ -sheaves are denoted Nilτ (X,A) ⊂ LNilτ (X,A).

We have the following inclusions of categories

Nilτ (X,A)
� � //

� _

��

LNilτ (X,A)
� _

��
Cohτ (X,A) � � // QCohτ (X,A),

(1)

where furthermore Nilτ (X,A) = Cohτ (X,A) ∩ LNilτ (X,A) (essentially by definition).

Remark 4.16. We observe the following obvious fact: Suppose X is a scheme of finite type over k and F is a
locally free τ -sheaf. Then if F is nilpotent, its L-function is trivial, i.e., L(X,F , T ) = 1.

Proposition 4.17. The categories in (1) are Serre subcategories of QCohτ (X,A).
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Proof. The non-trivial part is to prove the invariance under extensions for LNilτ (X,A). Consider a short exact

sequence 0 → F ′ α→ F β→ F ′′ → 0 in QCohτ (X,A) with F ′ and F ′′ in LNilτ (X,A). We claim that every
coherent subsheaf G is contained in a nilpotent coherent τ -subsheaf of F . By hypothesis on F ′′, the image β(G)
is contained in a sheaf underlying a nilpotent coherent τ -subsheaf G′′ of F ′′. In particular there exists n, such
that τnG′′ = 0.

Hence τn((σn × id)∗G) ⊂ F ′. Now we apply our hypothesis on F ′. It yields a nilpotent coherent τ -subsheaf
containing τn((σn × id)∗G). In particular there exists n′ such that τn

′
(τn(G)) = 0. One easily deduces that∑n+n′

i=0 τ i((σi × id)∗G) is a nilpotent coherent τ -subsheaf of F which contains G. �

By Proposition 4.10, the Serre subcategory LNilτ (X,A) defines a corresponding multiplicative system:

Definition 4.18. A homomorphism of τ -sheaves is called a nil-isomorphism if both its kernel and cokernel are
locally nilpotent.

Note that by diagram (1) a homomorphism of coherent τ -sheaves is a nil-isomorphism if and only if its kernel
and cokernel are nilpotent.

The following characterization of nil-isomorphisms will be useful. Note that inverse image by σn × id always
preserves coherence.

Proposition 4.19. A homomorphism of τ -sheaves ϕ : F → G is a nil-isomorphism if there exist n ≥ 0 and a
homomorphism of τ -sheaves α making the following diagram commute:

(σn × id)∗F τn //

(σn×id)∗ϕ

��

F

ϕ

��
(σn × id)∗G

α

::tttttttttt
τn // G.

(2)

If F and G are coherent, the converse is also true.

Proof. For this proof we abbreviate H(n) := (σn × id)∗H for any τ -sheaf H. We only give the proof of the first
assertion. The reader is advised to try to prove the converse by herself. Let us suppose that α exists, so that we
have the commutative diagram

0 // (Kerϕ)(n)
//

τn

��

F (n)
//

τn

��

G(n)
//

τn

��

α

||zz
zz

zz
zz

z
(Cokerϕ)(n)

//

τn

��

0

0 // Kerϕ // F
ϕ // G // Cokerϕ // 0.

Here the bottom row is exact and, since inverse image on coherent sheaves is a right exact functor, the top row
is a complex whose right half is exact. It is straightforward to deduce that the outer vertical homomorphisms
vanish. This shows that Kerϕ and Cokerϕ are nilpotent; hence ϕ is a nil-isomorphism, as desired. �

Applying Proposition 4.19 to ϕ = τnF and α = idF yields:

Corollary 4.20. For every τ -sheaf and every n ≥ 0 the homomorphism τnF : (σn × id)∗F −→ F is a nil-
isomorphism.

Exercise 4.21. Suppose ϕ :M→M′ is a nil-isomorphism of A-motives. Show that it is an isomorphism.

Remark 4.22. From 4.16 we deduce the following rather trivial observation: Suppose X is a scheme of finite type
over k and F → G a homomorphism of locally free τ -sheaves whose kernels and cokernels are locally free as well.
Then L(X,F , T ) = L(X,G, T ).

16



5 A-crystals

By Proposition 4.17 the categories in the upper row of (1) are Serre subcategories of the categories in the lower
row. Proposition 4.10 identifies the corresponding saturated multiplicative systems with the respective classes of
nil-isomorphisms. In this section we will study basic properties of the associated localized categories.

Regarding existence, it is shown in [8, Prop. 2.6.1, Thm. 3.2.7] that QCohτ (X,A) is a Grothendieck category
and so in particular it is locally small. Thus by Exercise 4.12 for any Serre subcategory the localization at the
corresponding multiplicative system exists.

Definition 4.23. In the following commutative diagram the lower row is obtained from the upper row by localiza-
tion with respect to nil-isomorphisms, the vertical arrows are the respective localization functors, and the lower
horizontal arrows are obtained from the upper horizontal arrows by the universal property of localization:

Cohτ (X,A) � � //

q

��

QCohτ (X,A)

q

��
Crys(X,A) // QCrys(X,A).

We refer to the objects of Crys(X,A) as A-crystals on X, and to the objects of QCrys(X,A) as A-quasi-crystals
on X. As A usually remains fixed, we mostly speak only of (quasi)-crystals on X.

Both Crys(X,A) and QCrys(X,A) are A-linear abelian categories and the horizontal functor in the bottom
row of diagram 4.23 is fully faithful.

Remark 4.24. As before we use solid arrows −→ to denote homomorphisms in QCohτ (X,A), double arrows =⇒
to denote nil-isomorphisms, and dotted arrows // to emphasize homomorphisms in QCrys(X,A). We retain
solid arrows for functors and natural transformations, even if their target is a category of (quasi)-crystals. In
any case, the rule regarding dotted arrows will be relaxed to some extent in the later chapters.

There is a standard way to represent homomorphisms of crystals which is derived from Proposition 4.19 for
nil-isomorphisms between coherent τ -sheaves.

Proposition 4.25. Any homomorphism ϕ : F // G in Crys(X,A) can be represented for suitable n by a diagram

F τn⇐= (σn × id)∗F −→ G.

Proof. The rather straightforward proof, building on Proposition 4.19, is left to the reader. �

Based on this one can give the following alternative description of crystals: The category Crys(X,A) has the
same objects as the category Cohτ (X,A). Given coherent τ -sheaves F and G, the set of morphisms from F to
G in Crys(X,A) is defined as

Homcrys(F ,G) :=
( ⋃
n∈N

Homτ ((σn × id)∗F ,G)
)
/ ∼,

where the equivalence relation ∼ is defined as follows: Morphisms ϕ : (σn× id)∗F → G and ψ : (σm× id)∗F → G
are equivalent, if there exists ` ≥ max{m,n} such that

ϕ ◦ (σn × id)∗(τ `−n) = ψ ◦ (σm × id)∗(τ `−m).

Composition of morphisms in Crys is defined in the obvious way, i.e., the composite of ϕ : (σn × id)∗F → G and
ψ : (σm × id)∗G → H is defined as

ψ ◦ (σm × id)∗ϕ : (σm+n × id)∗F −→ H.
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Chapter 5

Functors on τ -sheaves and A-crystals

We indicate the basic construction of all functors on τ -sheaves and A-crystals from [8]. For τ -sheaves these are
inverse and direct image, tensor product and change of coefficients. For crystals we have in addition an exact
functor extension by zero. Since our approach follows closely the well-known constructions for coherent sheaves
we mostly omit details. In Section 1 or 3, respectively, inverse image and extension by zero on crystals are
discussed in greater detail. The inverse image functor has properties different from those known for coherent
sheaves. The extension by zero is not derived from a functor on coherent sheaves.

1 Inverse Image

We fix a morphism f : Y → X.

Definition 5.1. For any τ -sheaf F on X we let f∗F denote the τ -sheaf on Y consisting of (f × id)∗F and the
composite homomorphism

(σ × id)∗(f × id)∗F
τf∗F // (f × id)∗F .

(f × id)∗(σ × id)∗F
(f×id)∗τF

44jjjjjjjjjjjjjjj

For any homomorphism ϕ : F → F ′ we abbreviate f∗ϕ := (f × id)∗ϕ.

This defines an A-linear functor
f∗ : QCohτ (X,A) −→ QCohτ (Y,A)

which is clearly right exact. When f is flat, it is exact. In general, its exactness properties are governed by
associated Tor-objects.

Proposition 5.2. (a) If ϕ is a nil-isomorphism, then so is f∗ϕ.

(b) The functor f∗ induces a functor

f∗ : QCrys(X,A) −→ QCrys(Y,A)

which preserves coherence, i.e., f∗(Crys(X,A)) ⊂ Crys(Y,A).

Proof. Note that f∗ is in general not exact. Thus (a) is not entirely trivial. However it can be easily reduced to
the case of nil-isomorphisms where either kernel or cokernel are zero. These cases are easier to treat. For coherent
τ -sheaves, a direct proof is obtained by applying Proposition 4.19. Once (a) is proved (b) is immediate. �
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The following result, whose proof we omit, shows that quasi-crystals behave like sheaves:

Proposition 5.3. Let X =
⋃
i Ui be an open covering with embeddings ji : Ui ↪→ X.

(a) A quasi-crystal F on X is zero if and only if j∗i F is zero in QCrys(Ui, A) for all i.

(b) A homomorphism ϕ in QCrys(X,A) is a monomorphism, an epimorphism, an isomorphism, respectively
zero, if and only if its inverse image j∗i ϕ has that property for all i.

Next consider any point x ∈ X. Let kx denote its residue field and ix : x ∼= Spec kx ↪→ X its natural embedding.
The object i∗xF can be viewed as the stalk of F at x in the category of crystals! This is justified by the following
result.

Theorem 5.4. The following assertions hold in Crys:

(a) A crystal F ∈ Crys(X,A) is zero if and only if the crystals i∗xF are zero for all x ∈ X.

(b) The functors i∗x are exact on Crys(X,A) for all x ∈ X.

Proof. The ‘only if’ part of (a) follows from the well-definedness of i∗x on Crys. For the ‘if’ part denote by F also
a τ -sheaf representing the crystal F . The images of τnF form a decreasing sequence of coherent subsheaves of F .
Thus their supports form a decreasing sequence of closed subschemes Zn ⊂ X ×C. As X ×C is noetherian, we
deduce that Z∞ := Zn is independent of n whenever n � 0. By replacing F by the image of τnF for n � 0 we
may assume Supp(Im(τnF )) = Z∞ for all n ≥ 0. If Z∞ = ∅ we are done. Otherwise let η be a generic point of
Z∞ and set x := pr1(η). We shall deduce a contradiction.

For this we replace X by its localization at x, after which X = SpecR for a noetherian local ring R, and x
corresponds to the maximal ideal m ⊂ R. Let M be the (R ⊗ A)-module corresponding to F . By construction
the support of M lies in x×C. Since M is of finite type over the noetherian ring R⊗A it follows that mrM = 0
for any r � 0, say for r ≥ r0.

If i∗xF is nilpotent, we have τsM ⊂ mM for some s ≥ 1. For every i ≥ 0 this implies

τ i+sM ⊂ τ i(mM) ⊂ mq
i

M,

and for i � 0, so that qi ≥ r0 it follows that τ i+sM = 0. This contradicts our assumption on Z∞ and thus
proves (a).

To prove (b) we may again replace X by its localization at x, so that X = SpecR for a noetherian local ring with
maximal ideal m ⊂ R. We consider an arbitrary short exact sequence of (R ⊗ A)[τ ]-modules which are finitely
generated over R⊗A

0 −→M ′ −→M −→M ′′ −→ 0.

The long exact Tor-sequence induces the exact sequence

. . . −→ TorR⊗A1

(
M ′′, (R/m)⊗A

)
−→M ′/mM ′ −→M/mM −→M ′′/mM ′′ −→ 0.

Thus it suffices to show that the left hand term is nilpotent for any M ′′. Using Lemma 5.6 below, we may write
M ′′ as the quotient of an (R⊗A)[τ ]-module P which is free of finite type over R⊗A. From the resulting short
exact sequence

0 −→ K −→ P −→M ′′ −→ 0

and the long exact Tor-sequence one now obtains the exact sequence

0 −→ TorR⊗A1

(
M, (R/m)⊗A

)
−→ K/mK −→ P/mP −→M ′′/mM ′′ −→ 0.

It yields TorR⊗A1

(
M, (R/m) ⊗ A

) ∼= (K ∩ mP )/mK. By the Artin-Rees lemma there exists j0 such that for all
j ≥ j0 we have

K ∩mjP = mj−j0(K ∩mj0P ).
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For any ` with q` > j0 we then have

τ `(K ∩mP ) ⊂ K ∩mq
`

P = mq
`−j0(K ∩mj0P ) ⊂ mK.

Thus the endomorphism of (K ∩mP )/mK induced by τ is nilpotent, as desired. �

Remark 5.5. The analogous statement for quasi-crystals is false. An example is given in [8, Rem. 4.1.8]

Lemma 5.6. If X is affine, every coherent τ -sheaf on X is the quotient of a coherent τ -sheaf whose underlying
coherent sheaf is free.

Proof. Suppose that X = SpecR and let M be the (R⊗A)[τ ]-module corresponding to a coherent τ -sheaf on X.
As M is of finite type over R⊗A, we may write it as a quotient of a free module of finite type N := (R⊗A)r.
Since N is free, the semi-linear endomorphism τ of M can be lifted to a semi-linear endomorphism of N . �

Using Theorem 5.4, the following assertion can be reduced to the case of fields where it is rather obvious:

Theorem 5.7. The functor f∗ : Crys(X,A) −→ Crys(Y,A) is exact.

One also has the following more difficult result regarding stalks:

Theorem 5.8. Suppose that X is of finite type over k. Then the following hold:

(a) For any F ∈ Crys(X,A), its crystalline support Crys-Supp(F) := {x ∈ X | i∗xF 6= 0 in Crys} is a
constructible subset of X.

(b) A crystal F ∈ Crys(X,A) is zero if and only if the crystals i∗xF are zero for all x ∈ X.

2 Further functors deduced from functors on quasi-coherent sheaves

Tensor product: The assignment (F ,G) 7→ (F⊗OX⊗CG, τF⊗τG) with the usual tensor product of homomorphisms
defines an A-bilinear bi-functor

⊗ : QCohτ (X,A)×QCohτ (X,A) −→ QCohτ (X,A)

which is right exact in both variables. Its exactness properties are governed by associated Tor-objects.

Coefficient change: For any homomorphism h : A → A′, the assignment F 7→ (F ⊗A A′, τF ⊗A idA′) with the
usual change of coefficients of homomorphisms defines an A-bilinear functor

⊗AA′ : QCohτ (X,A) −→ QCohτ (X,A′)

which is right exact. Its exactness properties are again governed by associated Tor-objects.

Direct image: Consider a morphism f : Y → X and F ∈ QCohτ (Y,A). Using σ∗f∗ → f∗σ
∗ deduced from

adjunction of inverse and direct image, one obtains a functorial assignment

F 7→ ((f × id)∗F , τ induced from(f × id)∗τF ).

With the usual direct image of homomorphisms this defines an A-linear functor

f∗ : QCohτ (Y,A) −→ QCohτ (X,A′)

which is left exact. Its exactness properties are governed by associated higher derived images.

The above three functors all preserve nil-isomorphisms and thus pass to functors on crystals.

One has the following remarkable property which also explains the term crystal, describing something which
does not deform (note that the canonical morphism Xred → X is finite radicial and surjective):
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Theorem 5.9. If f is finite radicial and surjective, the adjunction homomorphism id→ f∗f
∗ is an isomorphism

in QCrys(X,A) and the functors

QCrys(X,A)
f∗ //

QCrys(Y,A)
f∗

oo

are mutually quasi-inverse equivalences of categories.

3 Extension by zero

Let j : U ↪→ X be an open immersion and i : Z ↪→ X be a closed complement with ideal sheaf I0.

The following is the main result:

Theorem 5.10. (a) For any crystal F on U there exists a crystal F̃ on X, such that j∗F̃ ∼= F , and i∗F̃ = 0 in
Crys(Z,A).

(b) The pair in (a) consisting of F̃ and the isomorphism j∗F̃ ∼= F is unique up to unique isomorphism; it
depends functorially on F .

(c) For any F and F̃ as in (a) and any quasi-crystal G̃ on X, inverse image under j induces a bijection

j∗ : HomQCrys(F̃ , G̃) −→ HomQCrys(F , j∗G̃).

(d) The assignment F 7→ F̃ with F̃ from (a) defines an A-linear functor extension by zero

j! : Crys(U,A) −→ Crys(X,A),

One should be aware that j! is not induced from a functor of coherent τ -sheaves, because in general a homo-
morphism j!F // j!G in Crys(X,A) lifts to a homomorphism in Cohτ (X,A) only after F or G is replaced by
a nil-isomorphic τ -sheaf.

Remarks 5.11. Property (c) is the expected universal property of extension by zero.

Property (a) is technically a very simple characterization of j!F .

From (a) one easily deduces L(U,F , T ) = L(X, j!F , T ) whenever the left hand side is defined.

Proof of Theorem 5.10 (a). Let F be a τ -sheaf representing the same-named crystal. The first step is to construct
a coherent extension of F to X × C. This is standard, e.g. [10, no1 Cor. 2] or [27, Ch. II Ex. 5.15]. For the
convenience of the reader, we repeat the short argument.

Observe that (j × id)∗F is a quasi-coherent extension of F to X ×C. Thus we can write (j × id)∗F as a filtered
direct limit lim−→i∈I Fi over its coherent subsheaves Fi (with no τ). It follows that F ∼= lim−→i∈I j

∗Fi. As F is

coherent and the j∗Fi are still filtered, there exists an i such that F = j∗Fi. Thus F̃ := Fi is a coherent
extension of F .

Next we wish to extend τ . As F̃ ⊂ (j × id)∗F , the homomorphism τF yields a homomorphism

τ : (σ × id)∗F̃ −→ (j × id)∗F .

We would like the morphism to factor via F̃ . Consider the image of (σ × id)∗F̃ in the (quasi-coherent) quotient

sheaf (j × id)∗F
/
F̃ . Being the image of a coherent sheaf, it is itself coherent. Since it also vanishes on U × C, it

is annihilated by In0 for some integer n ≥ 0. In other words, we have

In0 τ
(
(σ × id)∗F̃

)
⊂ F̃ .
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Select an integer m with (q − 1)m > n. Since σ∗I0 ⊂ Iq0 , we can calculate

τ
(
(σ × id)∗(Im0 F̃)

)
⊂ Iqm0 τ

(
(σ × id)∗F̃

)
⊂ Iqm−n0 F̃
⊂ I0

(
Im0 F̃

)
.

Thus after replacing F̃ by Im0 F̃ the homomorphism τF extends to a homomorphism (σ× id)∗F̃ −→ I0F̃ . Let F̃
be the corresponding crystal on X. Then the first condition of (a) holds by construction, and the second follows
from the fact that τi∗F̃ vanishes.

For the proof of the remaining assertions we refer to [8]. �

Example 5.12. Let X = A1 = Spec k[θ] and C = A1 = Spec k[t]. Let C denote the Carlitz τ -sheaf on X over A.
Its underlying module is M = Fq[θ, t], the endomorphism τ : M →M is given by (t− θ)(σ× id). For j : A1 ↪→ P1

we wish to determine j!C⊗n for n ∈ N.

For any m ∈ Z define Fm := OP1(m∞) ⊗ A on X × C. If O := OP1(−1) denotes the ideal sheaf of ∞, then
Fm = I−m0 F0.

We consider Fm near ∞, more concretely on P1 r {0}. Here

Γ
(

SpecFq
[1
θ
, t
]
,Fm

)
= θmFq

[1
θ
, t
]
.

(It would suffice to consider a formal neighborhood of ∞. But notationally it is actually simpler to consider
P1 r {0}.) On P1 r {0,∞}, we have

θmf
(1

θ
, t
) τ⊗n7−→ (t− θ)nθqmf

( 1

θq
, t
)

= θ(q−1)m+nθm
( t
θ
− 1
)n
f
( 1

θq
, t
)
.

For the right hand expression to lie in θmFq
[

1
θ , t
]
, one needs (q − 1)m+ n ≤ 0. For it also to be zero at ∞ one

requires (q − 1)m+ n < 0. This leads to

m <
−n
q − 1

.
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Chapter 6

Derived categories and derived functors

In [8] we carefully develop derived categories of τ -sheaves and (quasi-)crystals and derived functors between such
categories. For lack of time, this cannot be exposed in the present lecture series. Sot I shall confine myself to
point to some issues which led in [8] to work out the derived setting in great detail:

Derived categories are the appropriate setting for derived functors. This is not particular to the case at hand.
It allows one to apply standard techniques of homological algebra to deduce consequences for derived functors.
For instance, spectral sequences often arise from the universal properties of the involved derived functors.

Derived functors are the main reason for introducing large ambient categories such as QCrys ⊃ Crys. Only in
this setting functors like Rf∗ can be properly defined. Therefore only in this generality theorems like proper base
change and the projection formula can be established.

To be more concrete let f : Y → X be a morphism Then one way of defining Rf∗ is via Čech resolutions. Even
if the initial object resolved is coherent, the objects of the resolution are only quasi-coherent. – The same holds
if one works with injective resolutions. – Thus a priori one only obtains a functor

Rf∗ : D∗(QCrys(Y,A)) −→ D∗(QCrys(X,A)).

For proper f it maps D∗(Crys(Y,A)) as well as D∗crys(QCrys(Y,A)) to D∗crys(QCrys(X,A)). Thus an important
theorem will be the equivalence of derived categories

D∗(Crys(X,A)) −→ D∗crys(QCrys(X,A)) (1)

which holds for ∗ ∈ {b,−}. In the proper case it allows one to deduce, again for ∗ ∈ {b,−}, a functor

Rf∗ : D∗(Crys(Y,A)) −→ D∗(Crys(X,A)).

Note that in the present situation the equivalence (1) is not a simple formal result as it is in the case of quasi-
coherent sheaves without an endomorphism, see [26]. The reason is that not all quasi-crystals are direct limits
of crystals.

We defined crystals from τ -sheaves by a localization procedure. But one also defines derived categories from
homotopy categories of complexes by a localization procedure. Thus for the theory of derived categories of
quasi-crystals it is important to know that the following functor is an equivalence

S−1

nilqi D
∗(QCohτ ) = S−1

nilqi K
∗(QCohτ )→ S−1

qi K∗(S−1

nil QCohτ ) = S−1

qi K∗(QCrys).

Another important issue concerns the computation of the derived functors Lf∗ (on quasi-crystals) and Rf∗ (e.g.
for f proper). We define these derived functor on derived categories of an abelian category whose objects are
pairs of a sheaf and an endomorphism. However we do prove that one can compute these objects by computing
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the derived functors on the underlying categories of sheaves and then adding the induced endomorphism which
can also be obtained from the derived functors on sheaves without endomorphisms. For further results we refer
to [8].

We conclude this section by collecting the main results on the existence of derived functors: Let f : Y → X be
any morphism and denote by j : U ↪→ X an open immersion.

Theorem 6.1. The exact functor f∗ on Crys induces for any ∗ ∈ {b,+,−,∅} an exact functor

f∗ : D∗(Crys(X,A)) −→ D∗(Crys(Y,A)).

The functor f∗ on QCrys induces a left derived functor

Lf∗ : D−(QCrys(X,A)) −→ D−(QCrys(Y,A))

via resolutions inside D−(QCrys(X,A)). The second functor if restricted to Crys agrees with the first.

In the following section on flatness we shall define flat crystals and very flat quasi-crystals. In Corollary 7.6 we
shall see that the category D−(Crys(X,A)) has enough flat objects. They are not flat within D−(QCrys(X,A)).
Nevertheless we have:

Theorem 6.2. Constructed via flat resolutions within D−(Crys(X,A)), the bi-functor ⊗ on crystals possesses a
left bi-derived functor

L
⊗ : D−(Crys(X,A))×D−(Crys(X,A)) −→ D−(Crys(X,A)).

Constructed via very flat resolutions within D−(QCrys(X,A)), the bi-functor ⊗ on quasi-crystals possesses a
left bi-derived functor

L
⊗ : D−(QCrys(X,A))×D−(QCrys(X,A)) −→ D−(QCrys(X,A)).

The second functor if restricted to crystals agrees with the first one.

Theorem 6.3. Let A → A′ denote a homomorphism of coefficient rings. Constructed via flat resolutions within
D−(Crys(X,A)), the functor ⊗A A′ on A-crystals possesses a left derived functor

L
⊗
A
A′ : D−(Crys(X,A)) −→ D−(Crys(X,A′)).

Constructed via very flat resolutions within D−(QCrys(X,A)), the functor ⊗AA′ on A-quasi-crystals possesses
a left derived functor

L
⊗
A
A′ : D−(QCrys(X,A)) −→ D−(QCrys(X,A′)).

The second functor if restricted to crystals agrees with the first one.

Theorem 6.4. For any ∗ ∈ {b,+,−,∅} the functor f∗ possesses a right derived functor

Rf∗ : D∗(QCrys(Y,A)) −→ D∗(QCrys(X,A)).

It can be defined via Čech resolutions. When f is proper, the subcategory D∗b(QCrys( , A)) is preserved under
f∗ and thus by (1) it induces a functor

Rf∗ : D∗(Crys(Y,A)) −→ D∗(Crys(X,A)).

for ∗ ∈ {b,−}.
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Since j! is exact on crystals it clearly induces an exact functor

j! : D∗(Crys(U,A)) −→ D∗(Crys(X,A)).

Combined with Rf∗ and using Nagata’s theorem that any morphism f of finite type has a relative compactifi-
cation, i.e., that it lies in a commutative diagram

Y
� � j //

f

��

Ȳ

f̄��~~
~~

~~
~

X

(2)

where j is an open embedding and f̄ is proper, one obtains the following.

Theorem 6.5. For any such diagram and any ∗ ∈ {b,−} one defines an exact functor direct image with proper
support

Rf! := Rf̄∗ ◦ j! : D∗(Crys(Y,A)) −→ D∗(Crys(X,A)), (3)

which, by a standard procedure, is independent of the chosen compactification. It is compatible with the compo-
sition of morphisms and it satisfies the proper base change theorem and the projection formula, cf. [8, S 6.7].

We end this section by stating two main theorems on the above derived functors: For the first we consider a
cartesian diagram

Y ′
g′ //

f ′

��

Y

f

��
X ′ g

// X.

(4)

Adjunction between direct image and inverse image yields a natural transformation

Lg∗Rf∗ −→ Rf ′∗Lg
′∗ (5)

called the base change homomorphism.

Theorem 6.6 (Proper Base Change). In the cartesian diagram 4 assume that f is compactifiable. Then f ′ is
compactifiable and there is a natural isomorphism of functors g∗Rf!

∼= Rf ′! g
′∗.

Theorem 6.7 (Projection Formula). For compactifiable f : Y → X there is a natural isomorphism of functors

Rf!

L
⊗ ∼= Rf!

( L
⊗ f∗

)
.
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Chapter 7

Flatness

The present chapter is mainly preparatory for the following one. There we shall define (naive and crystalline)
L-functions. Their definition requires some hypotheses on the underlying crystals. This is to be expected since
given an arbitrary A-module with an endomorphism there need not be a well-defined characteristic polynomial of
such an endomorphism taking values in the polynomial ring over A. A sufficient condition is that the underlying
module is free over A. In the context of crystals it turns out that the proper setting to define L-functions (at least
over good coefficient rings, cf. 8.7) is that of flat crystals. Flat crystals are the theme of the present chapter. In
Section 1 we give their definition and discuss some basic results, in Section 2 their behavior under all (derived)
functors defined so far is studied and in Section 3 we give a partial answer to the question to what extent a flat
crystal is representable by a locally free τ -sheaf.

1 Basics on flatness

Proposition 7.1. The following properties for F ∈ Crys(X,A) are equivalent:

(a) The functor F ⊗ : Crys(X,A)→ Crys(X,A) is exact.

(b) Tori(F ,G) = 0 for all i ≥ 1 and all G ∈ Crys(X,A).

(b) Tor1(F ,G) = 0 for all G ∈ Crys(X,A).

Definition 7.2. If any of the above conditions are satisfied, then F is called a flat A-crystal.

A quasi-crystal G is called very flat if the functor G ⊗ : QCrys(X,A)→ QCrys(X,A) is exact.

As remarked earlier, flat crystals need not be very flat. In the sequel we shall exclusively consider flat crystals.
We introduced very flat ones only for completeness sake. Their main use is to provide ⊗-acyclic resolutions
within QCrys.

Flatness of crystals is a pointwise property:

Proposition 7.3. A crystal F on X is flat if and only if i∗xF is flat for every x ∈ X.

Proof. For any x ∈ X and any G ∈ Crys(X,A), one has

i∗x Tor1

(
F ,G

) ∼= Tor1

(
i∗xF , i∗xG

)
.

The assertion follows easily. �

Definition 7.4. A τ -sheaf is called of pullback type, if its underlying sheaf is a pullback from the first factor. A
crystal is called of pullback type, if it has a representing τ -sheaf with this property.

26



Example 7.5. We can now give some examples:

• Any crystal represented by a locally free τ -sheaf is flat.

• Any crystal of pullback type F is flat: This follows from Proposition 7.3 since for any x ∈ X the τ -sheaf
i∗xF is then the pullback of a vector space on the residue field kx of x and thus free.

• If F is a flat crystal on U , then j!F is a flat crystal on X.

Corollary 7.6. The category Crys(X,A) possesses enough flat objects.

Proof. Let U = {Ui} denote a finite affine cover of X and let ji : Ui → X the open embedding for i. Then for
any F ∈ Crys(X,A), the natural homomorphism ⊕iji!F|Ui → F is surjective. Thus it suffices to prove that each
ji!F|Ui is the image of a flat crystal. Because ji! preserves flatness and is exact, in turn it suffices that each F|Ui
is the image of a flat crystal. But this is immediate from Lemma 5.6. �

Without proof we state the following result:

Theorem 7.7. A crystal F is flat if and only if for all c ∈ C and all i ≥ 1 one has Tori(F , kc) = 0.

An immediate corollary is the following:

Corollary 7.8. If A is a field, then any A-crystal is flat.

2 Flatness under functors

Proposition 7.9. Let j : U ↪→ X be an open immersion. If F and G are flat crystals, then so are

(a) f∗F ,

(b) F ⊗ G,

(c) F ⊗A A′,

(d) j!F .

Except for (a) all parts are rather straightforward. For (a) one may use Theorem 7.7.

Theorem 7.10. Let f : Y → X be a proper morphism. Suppose F• ∈ Cb(Crys(Y,A)) is quasi-isomorphic to a
bounded complex of flat crystals. Then so is Rf∗F• within Cb(Crys(X,A)).

The following result shows that for regular coefficient rings all objects possess flat resolutions:

Theorem 7.11. Suppose A is regular. Then any F• ∈ Cb(Crys(Y,A)) is quasi-isomorphic to a bounded complex
of flat crystals.

Remark 7.12. Crystals of pullback type are particular examples of flat crystals. For them it is particularly easy
to show that they are preserved under all of our functors, including Rif∗. It is however not clear whether the
complex Rf∗F of a crystal F of pullback type is representable by a complex in Db(Crys(X,A)) all of whose
objects are of pullback type.
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3 Representability of flat crystals

It is a basic question to what extent flat crystals are representable by coherent τ -sheaves whose underlying
sheaves are flat over OX ⊗A. The following results given without proof provide partial answers:

Proposition 7.13. Suppose that X = SpecF for a field F and that C is regular of dimension ≤ 1. Then every
flat A-crystal on X can be represented by a coherent τ -sheaf whose underlying sheaf is free.

Theorem 7.14. Suppose that X is reduced of dimension ≤ 1 and that A is artinian. Then for every flat A-crystal
F on X there exists an open dense embedding j : U ↪→ X such that j∗F can be represented by a coherent τ -sheaf
whose underlying sheaf is free.

A particularly important result in relations to L-functions is Proposition 7.16 which provides for x = Spec kx
with kx a finite field and A artinian a canonical locally free representative of a flat crystal:

Definition 7.15. A τ -sheaf F is called semisimple if τF : (σ × id)∗F → F is an isomorphism.

Proposition 7.16. Let x = Spec kx with kx a finite field, let A be artinian and consider F , G ∈ Cohτ (x,A).

(a) There exists a unique direct sum decomposition F = F ss ⊕ Fnil such that F ss is semisimple and Fnil is
nilpotent. The summands are called the semisimple part and the nilpotent part of F , respectively.

(b) The decomposition in (a) is functorial in F .

(c) Any nil-isomorphism F → G induces an isomorphism F ss → Gss.

(d) The construction induces a functor Crys(x,A)→ Cohτ (x,A) : F 7→ F ss.

Proof. Note first that τdxF is an endomorphism F → F , because σdx is the identity on kx. Moreover F has

finite length, because kx⊗A is artinian. Thus for n� 0 the subsheaves Fss := Im τndxF and Fnil := Ker τndxF are
independent of n. Clearly τF maps them to themselves, so they define τ -subsheaves F ss and Fnil. By construction
τFss is surjective and τFnil

nilpotent. Since F and hence Fss has finite length, τFss is then also injective. Thus
F ss is semisimple and Fnil nilpotent. Furthermore, the construction yields a split short exact sequence

0 // Fnil
// F

τndxF // Fss
// 0.

Fss

∪ ∼=

77nnnnnnn

This shows that F = F ss ⊕ Fnil, proving the existence part of (a). The uniqueness follows from the fact that
any semisimple τ -subsheaf of F is contained in F ss and any nilpotent τ -subsheaf of F is contained in Fnil.

Part (b) follows directly from the above construction of Fss and Fnil. Also (b) implies that the kernel and cokernel
of any homomorphism F ss → Gss have trivial nilpotent part. This implies (c) and hence (d). �

Proposition 7.17. Let x = Spec kx with kx a finite field and let A be artinian and consider F ∈ Crys(x,A).

(a) F ss is the unique semisimple τ -sheaf representing F .

(b) The functor Crys(x,A)→ Cohτ (x,A) : F 7→ F ss is exact.

(c) F is flat if and only if the sheaf Fss underlying F ss is locally free.

Proof. (a) follows from Proposition 7.16, especially from 7.16 (c). Part (b) is a consequence of 7.16 (b) and the
fact that any exact sequence in Crys(x,A) is the image of an exact sequence in Cohτ (x,A).

For (c) note that one direction, the ”if”, is obvious. For the other direction, let G be a representative of the crystal
F whose underlying sheaf is free. cf. Proposition 7.14. By Proposition 7.17(a) we have G = Gnil⊕Gss. Considering
the underlying sheaves it follows that Gss is locally free on Ox×C . By part (d) of the same proposition, we have
Gss = F ss. �
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Chapter 8

The L-function

In this chapter we introduce two L-functions. A naive one for locally free τ -sheaves or τ -sheaves which are of
pullback type, and a crystalline one for flat A-crystals, provided the ring A satisfies some mild hypotheses. The
word naive simply refers to the fact that the naive L-function is not necessarily invariant under nil-isomorphism
and thus it does not, in general, induce an L-function for crystals. In the last section we shall state a trace
formula for naive L-functions and indicate some consequences for crystalline L-functions. The proof of the trace
formula will be postponed to Chapter 9.

1 Naive L-functions

As a preparation we briefly recall without proof some basic properties of the dual characteristic polynomial for
endomorphisms of projective modules.

Lemma–Definition 8.1. Let A be a commutative ring, M a finitely generated projective A-module, and ϕ : M →M
an A-linear endomorphism.

(a) Let M ′ be any finitely generated projective A-module such that M ⊕M ′ is free over A. Let ϕ′ : M ′ → M ′

be the zero endomorphism. Then the following expression is independent of the choice of M ′:

detA
(
id−t(ϕ⊕ ϕ′)

∣∣M ⊕M ′) ∈ 1 + tA[t]

From now on we simply write detA(id−tϕ |M) for it and call it the dual characteristic polynomial of
(M,ϕ).

(b) The assignment (M,ϕ) 7→ detA(id−tϕ |M) is multiplicative in short exact sequences.

Lemma 8.2. Let A be an algebra over a field k. Let k′ be a finite cyclic Galois extension of k of degree d, and
σ a generator of Gal(k′/k). Let M be a finitely generated projective module over k′ ⊗k A and ϕ : M → M an
A-linear endomorphism satisfying ϕ(xm) = σx · ϕ(m) for all x ∈ k′ and m ∈M . Then ϕd is k′ ⊗A-linear and

detA
(
id−tϕ

∣∣M) = detk′⊗A
(
id−tdϕd

∣∣M).
In particular, both sides lie in 1 + tdA[td].

Now we return to τ -sheaves. Let X be a variety of finite type over k and let F ∈ Cohτ (X,A) be either of
pullback type, or locally free. For any x ∈ |X|, writing Fx := i∗xF , Lemma 8.2 shows that

detA
(
id−Tτ

∣∣ Fx) = detkx⊗A
(
id−T dxτdx

∣∣ Fx) ∈ 1 + T dxA[T dx ].
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Definition 8.3. The naive L-function of F over x is

Lnaive(x,F , T ) := detA
(
id−Tτ

∣∣ Fx)−1 ∈ 1 + T dxA[[T dx ]].

As the number of points in |X| of any given degree dx is finite, we can form the product over all x within
1 + tA[[T ]]:

Definition 8.4. The naive L-function of F over X is

Lnaive(X,F , T ) :=
∏
x∈|X|

Lnaive(x, i∗xF , T ) ∈ 1 + TA[[T ]].

In the special case where A is reduced, Lnaive is invariant under nil-isomorphisms. For more general A, this
property may fail.

2 Crystalline L-functions

We first assume that A is artinian.

Definition 8.5. The (crystalline) L-function of a flat crystal F on x is

Lcrys(x,F , T ) := Lnaive(x,F ss, T ) ∈ 1 + T dxA[[T dx ]].

Let now F be a flat crystal on a scheme X of finite type over k. Since Lcrys(x,F , T ) ∈ 1 + T dxA[[T dx ]] for any
x ∈ |X|, and the number of points of any given degree dx is finite, we can again form the product over all x
within 1 + TA[[T ]]:

Definition 8.6. The (crystalline) L-function of a flat crystal F on X is

Lcrys(X,F , T ) :=
∏
x∈|X|

Lcrys(x, i∗xF , T ) ∈ 1 + TA[[T ]].

If F• is a bounded complex of flat crystals, one defines Lcrys(X,F•, T ) :=
∏
i∈Z L

crys(X,F i, T )(−1)i . If F• is
quasi-isomorphic to such a complex, we also use the notation Lcrys(X,F•, T ) and mean by this the L-function
of that bounded complex of flat crystals. Using the cone construction it is not difficult to show that this is
well-defined, i.e., that quasi-isomorphic bounded complexes of flat crystals have the same L-function.

We now relax our condition on A and only require that A be a good coefficient ring. In Remark 8.8 we give
several examples of classes of rings A that are good coefficient rings. The reason for introducing this notion is
that for such A one can define an L-function as follows: Changing coefficients from A to its quotient ring QA
one obtains from a flat crystal on A a flat crystal over the artinian ring QA. For QA we know how to define
a crystalline L-function. The property of being a good coefficient ring is then used to prove that the pointwise
L-factors defined over QA have in fact coefficients in A and not just in QA.

We let p1, . . . , pn denote the minimal primes of A and call

QA := Ap1
⊕ . . .⊕Apn

the quotient ring of A.

Definition 8.7. We call A a good coefficient ring if

(a) the natural homomorphism A→ QA is injective, and
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(b) A is closed under any taking finite ring extensions A ↪→ A′ ↪→ QA which induce bijections SpecA′ → SpecA
and isomorphisms on all residue fields.

Remark 8.8. Artin rings, regular rings and normal domains are examples of good coefficient rings. In particular,
any finite ring and any Dedekind domain is a good coefficient ring.

The following result is a main result on good coefficient rings and the reason for their definition: Consider any
flat F ∈ Crys(x,A) for x = Spec kx for a finite extension kx of k.

Lemma 8.9. If A is a good coefficient ring, then

Lcrys
(
x,F ⊗

A
QA, T

)−1 ∈ 1 + TQA[T ]

has in fact coefficients in A.

The proof uses properties of flat A-crystals not developed in this lecture series therefore we refer to [8, §9.7].

Putting things together, we obtain.

Theorem 8.10. If A is a good coefficient ring, then for any complex F• ∈ Cb(Crysflat(X,A)) the L-function

Lcrys(X,F•
L
⊗A QA, T ) has coefficients in A.

Definition 8.11. If A is a good coefficient ring, the (crystalline) L-function of F• ∈ Cb(Crysflat(X,A))ftd is

Lcrys(X,F•, T ) := Lcrys
(
X,F•

L
⊗
A
QA, T

)
∈ 1 + TA[[T ]].

One has the following elementary comparison theorem between naive and crystalline L-functions. (The asserted
equality is true for all pointwise L-factors and can be proved there by passing from A to QA.):

Proposition 8.12. Suppose A is a good coefficient ring. Suppose F ∈ Cohτ (X,A) is a τ -sheaf of pullback type.
Then both Lcrys(X,F , T ) and Lnaive(X,F , T ) are defined and elements of 1 + TA[[T ]]. If A is reduced then they
agree.

3 Trace formulas for L-functions

We now have the necessary definitions at our disposal to formulate the main results regarding trace formulas of
τ -sheaves and crystals.

Theorem 8.13. Let X = SpecR be affine and smooth of equidimension n over k and with structure morphism
sX : X → Spec k. Let A be artinian. Suppose the underlying sheaf of F ∈ Cohτ (X,A) is free. Let j : X ↪→ X be

a compactification of X. Then there exists F̃ ∈ Cohτ (X,A) of pullback type, such that

(a) F̃ = j!F in Crys(X,A).

(a) Hi(X, F̃) is nilpotent for all i 6= n.

(b) Lnaive(X,F , T ) = Lnaive(Spec k,Hn(X, F̃), T )(−1)n .

The result strongly relies on Anderson’s trace formula which we state below in Theorem 9.13. It has some rather
restrictive hypotheses on the base scheme and the sheaf underlying the given τ -sheaf. But formally it has the
correct shape. The following result for crystals has hypotheses as general as can be expected. However the trace
formula will, in general, not be an exact equality.

We write nA for the nilradical of A. For f, g ∈ 1+TA[[T ]] we define f ∼ g to mean that there exists h ∈ 1+TnA[T ]
such that g = fh. This defines an equivalence relation on 1 + TA[[T ]].
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Theorem 8.14. For any morphism f : Y → X of schemes of finite type over k and any bounded complex F• of
flat A-crystals on Y we have

Lcrys(Y,F•, T ) ∼ Lcrys(X,Rf!F•, T ).

Note that A is reduced if and only if nA = 0. I.e., in this case ∼ becomes =.

As we shall explain later, cf. Chapter 11, an example of Deligne from the mid 1970’s showed that one cannot
expect a stronger result.

It is worthwhile to state explicitly the following corollary:

Corollary 8.15. Let X be a scheme of finite type over k with structure morphism sX : X → Spec k. Then for any
bounded complex F• of flat A-crystals on X we have

Lcrys(X,F•, T ) ∼ Lcrys(Spec k,Rf!F•, T ).

Since the complex Rf!F• ⊗A QA can be represented by a bounded complex of free QA modules carrying some
endomorphism, the right hand side is a rational function over A, and thus so is the left hand side.

For completeness, we also mention an important result on change of coefficients:

Theorem 8.16. If both A and A′ are good coefficient rings, then for any F• ∈ Cb(Crysflat(X,A)) we have

Lcrys
(
X,F•

L
⊗
A
A′, T

)
∼ λ

(
Lcrys(X,F•, T )

)
,

where λ : 1 + TA[[T ]]→ 1 + TA′[[T ]] is induced from A→ A′. If moreover A is artinian, then equality holds.
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Chapter 9

Proof of Anderson’s trace formula and a
cohomological interpretation

The aim of this section is to give a proof of Theorem 8.13 – at least under some simplifying hypotheses. In the
end we shall briefly indicate how from this result one can hope to deduce Theorem 8.14, and that for general
non-reduced A the proof of the latter result shall indeed require quite some more effort than we indicate here.
The proof of the important Theorem 9.13 essentially goes back to the article [2] by G. Anderson.

Throughout this section, we let X = SpecR be an affine scheme which is smooth and of finite type over k. The
ring A is an arbitrary fixed k-algebra.

1 The Cartier operator

Let Ω := ΩR/k be the module of Kähler differentials of R. Because R/k is smooth of equidimension n, it is a
finitely generated projective R-module of rank n. Let d : R → Ω denote the universal derivation as well as its
extension to the de Rham complex

∧•
Ω. The following result is due to Cartier, see [29, p.199-203].

Theorem 9.1 (Cartier). There exists an isomorphism of complexes with zero differential

C−1 : (
∧•

Ω, 0)
∼=→ (H•(

∧•
Ω, d), 0)

such that for all r ∈ R and ξ, η ∈
∧•

Ω one has

C−1(rξ) = rpC−1(ξ),

C−1(dr) = rp−1dr + dR,

C−1(ξ ∧ η) = C−1(ξ) ∧ C−1(η).

The inverse C of C−1 on the highest non-vanishing exterior power ω :=
∧n

Ω is called the Cartier operator.

For m := logp(#k) = logp q we call the m-fold iterate

Cq = C ◦ C . . . ◦ C︸ ︷︷ ︸
m

: ω −→ ω

the q-Cartier operator (q = pm). It satisfies Cq(r
qξ) = rC(ξ), i.e., it is q−1 linear.
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2 Cartier sheaves

Definition 9.2. A Cartier linear endomorphism of a coherent sheaf V on X×C is an OX×C-linear homomorphism
κV : (σ × id)∗V −→ V. The pair V := (V, κV) is then called a Cartier sheaf on X over A. A homomorphism of
Cartier sheaves V → W is a homomorphism of the underlying sheaves ϕ : V → W compatible with the extra
endomorphism κ.

We denote the category of locally free Cartier sheaves on X (over A) by Cartlocfree(X,A)

As we assume that X = SpecR is affine, the above notions are expressed on modules as follows. A Cartier
linear map on a finitely generated R ⊗ A-module V is an A-linear homomorphism κV : V → V such that
κV ((xq ⊗ a)v) = (x⊗ a) ·κV (v) for all x ∈ R, a ∈ A, and v ∈ V . For simplicity such a pair V := (V, κV ) is called
a Cartier module.

Definition 9.3. For any A define ωX,A as the sheaf on X ×C which is the pullback along pr1 : X ×C → X of the
invertible sheaf on X associated to the module ω. Denote by κX,A : (σ × id)∗ωX,A → ωX,A the endomorphism
induced from Cq under this pullback.

Example 9.4. The pair (ωX,A, κX,A) is a Cartier sheaf on X over A.

If F is a coherent sheaf on X × C, then HomOX×C (F , ωX,A) is again a coherent sheaf on X × C. Suppose now
that F is the underlying sheaf of a locally free τ -sheaf F and let τ̃F : F → (σ× id)∗F denote the homomorphism
adjoint to τF . The dualizing sheaf ω together with Cq allows us to assign a locally free Cartier sheaf D(F) on
X to F as follows: Its underlying sheaf is

D(F) := HomOX×C (F , ωX,A).

For a section (σ × id)∗ϕ ∈ (σ × id)∗HomOX×C (F , ωX,A), one defines

κD(F)((σ × id)∗ϕ) := κX,A ◦ (σ × id)∗ϕ ◦ τ̃F .

Proposition 9.5. The functor F 7→ D(F) induces an anti-equivalence of categories

Cohlocfree
τ (X,A) −→ Cartlocfree(X,A).

For arbitrary smooth schemes of finite type over k an analog of Proposition 9.5 holds. The proof is a simple
patching argument by which one is reduced to the affine case.

Proof. Well-definedness and injectivity are easily verified. The main point is to proof essential surjectivity. For
this one needs the adjunction between σ∗ and σ!, cf. [27, Exercise III.6.10], for the finite flat morphism σ : X → X
– the ring R is finitely generated and smooth over k. It yields

HomOX×C ((σ × id)∗F ,G) ∼= (σ × id)∗HomOX×C (F , (σ × id)!G).

Moreover the adjoint of the homomorphism Cq : σ∗ω → ω is an isomorphism ω → σ!ω. Details are left to the
reader; cf. also [8, §7.2]. �

Example 9.6. Let X = Spec k[θ] ∼= A1
k and C = Spec k[t] ∼= A1

k and consider the Carlitz τ -sheaf C corresponding
to (k[θ, t], (t− θ)(σ × id)).

In the case at hand ω = Ωk[θ]/k = k[θ]dθ and the Cartier operator Cq, which can be remembered via Cq(dθ/θ) =
dθ/θ, has the following description:

Cq(θ
` dθ) = Cq(θ

`+1 dθ/θ) =

{
θ(`+1−q)/q dθ if q|(`+ 1),
0 else.

To simplify notation, we define the expression θα for α ∈ Q to mean 0 whenever α ∈ Q r Z and to mean the
respective power for α ∈ Z.
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We now determine D(C⊗n): The underlying module is k[θ, t] dθ = Hom(k[θ, t], ω). Here an element f(θ, t) dθ
represents the homomorphism which maps 1 ∈ k[θ, t] to f(θ, t) dθ in ω. Based on this, one computes the image
of θn dθ ∈ k[θ, t] dθ as follows:

κ := D(τC⊗n) : θ` dθ 7−→ Cq((t− θ)nθ` dθ/θ) = (−1)n
n∑
i=0

i≡ `+n+1 (mod q)

(
n

i

)
(−t)iθ(`+1+n−i−q)/q dθ.

Let us take {θ` dθ}`∈N0
as a basis of the module underlying D(C⊗n) over k[t]. Then κ is k[t]-linear. Above we

computed the image of the basis element θ` dθ. Considering the sum on the right for κ(θ` dθ) we observe that
the exponent ` essentially is divided by q, except for the added constant n+1−q−i

q . This means that the image of

θ` dθ only involves the basis elements {θj dθ}j=0,1,...,c+`/q for a constant c independent of `.

Thus the matrix representing κ with respect to our chosen basis has the following shape: If we draw a straight
line starting at row c in the first column and with slope − 1

q , then all entries below that line are zero!

3 Operators of trace class

Let V0 be a k-vector space, typically of countably infinite dimension. Set V := V0 ⊗A and consider an A-linear
operator κV : V → V .

Definition 9.7. A k-subspace W0 ⊂ V0 is called a nucleus for κV if it is finite-dimensional and there exists an
exhaustive increasing filtration of V0 by finite dimensional k-vector spaces

W0 ⊂W1 ⊂W2 ⊂ . . . ⊂ V0

such that κV (Wi+1 ⊗A) ⊂Wi ⊗A for all i ≥ 1. If (V, κV ) possesses a nucleus we call it nuclear.

The following proposition collects some basic results which are easy consequences of the definition:

Proposition 9.8. (a) If W0 is a nucleus for κV , then for any j ≥ 0 the exterior power
∧j
kW0 ⊂

∧j
k V0 is a

nucleus for
∧j

κV :
∧j
A V →

∧j
A V .

(b) If (V, κV ) is nuclear, the values of the following expressions are independent of the chosen nucleus W0

Tr(κV ) := TrA(κV |W0 ⊗A) ∈ A,

∆(1− TκV ) := detA(1− TκV |W0 ⊗A)

=
∑
j

(−1)j Tr
(∧j

κV

∣∣∣∧jkW0 ⊗A
)
T j ∈ A[T ].

They are called the trace and the dual characteristic polynomial of κV , respectively.

(c) Suppose 0 → V ′0 → V0 → V ′′0 → 0 is a short exact sequence of k vector spaces and that V ′ := V ′0 ⊗ A is
preserved by κV . Define V ′′ := V ′′0 ⊗ A and write κV ′ and κV ′′ for the endomorphisms induced from κV .
If (V, κV ) is nuclear, then so are (V ′, κV ′) and (V ′′, κV ′′), and

Tr(κV ) = Tr(κV ′) + Tr(κV ′′),

∆(1− TκV ) = ∆(1− TκV ′) ·∆(1− TκV ′′).

Note that if W0 is a nucleus for κV , then W0 ∩ V ′0 is a nucleus for κV ′ .

Remark 9.9. It is unclear whether there is a reasonable theory of nuclei, trace and characteristic polynomial for
pairs (V, κV ) if the underlying module of V is not of the form V0 ⊗A.
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We will now see that Cartier modules provide natural examples of nuclear endomorphisms. Thus in the following
we assume that V0 is the k-vector space underlying a finitely generated R-module. (Here R is as before smooth
and finitely generated over k.) Following Anderson, one introduces the following notions:

Definition 9.10. Let r1, . . . , rs be generators of R as a k-algebra, and let v1, . . . , vt be generators of V0 as an
R-module. For every integer n let V0,n ⊂ V0 denote the k-linear span of all elements admitting a representation

t∑
j=1

fj(r1, . . . , rs) vj

with polynomials fij ∈ k[X1, . . . , Xs] of total degree at most n and V0,−∞ := {0}. These subspaces form an
exhaustive sequence of finite-dimensional k vector spaces of V0. The function

γ : V → Z≥0 ∪ {−∞}, v 7→ inf {n | v ∈ V0,n ⊗A}

is called a gauge on V .

Definition 9.11. An A-linear operator κV : V → V is called of trace class if for every gauge γ on V there exist
constants 0 ≤ K1 < 1 and 0 ≤ K2 such that γ(κV (v)) ≤ K1 · γ(v) +K2 for all v ∈ V .

Proposition 9.12. ([2, Props. 3, 6], [8, §8.3]) Let (V, κV ) be as above.

(a) Any Cartier linear operator on V is of trace class with K1 = 1/q.

(b) If κV is of trace class with constants K1, K2 for some gauge γ, then V0,n from 9.10 is a nucleus for κV
for any n ≥ 1 +K2/(1−K1).

(c) If κV is of trace class, then so is the composite of κV with any R⊗A-linear endomorphism ϕ.

(d) If ϕ in (c) is of the form ϕ0 ⊗ idA for some R-linear endomorphism ϕ0 of V0, then Tr(κV ϕ) = Tr(ϕκV ).

4 Anderson’s trace formula

The following is the generalization of the main result [2, Thm. 1] of Anderson’s article [2] to arbitrary artinian A.
As explained in Remark 9.9, the Cartier module V requires a k-structure V0 in order for the dual characteristic
polynomial to be well-defined.

Theorem 9.13 (Anderson). Let X = SpecR be affine and smooth of equidimension n over k. Consider F ∈
Cohτ (X,A) such that F = pr∗1 F0 for a locally free coherent sheaf F0 on X. Set V0 := Hom(F0, ωX) and
V = V0 ⊗A, so that the Cartier module corresponding to D(F) has the form (V, κV ). Then κV is of trace class
and

Lnaive(X,F , T ) = ∆(1− TκV )(−1)n−1

. (1)

In particular Lnaive(X,F , T ) is a rational function.

Proof. We give a sketch of the proof following Anderson. Full details can be found in [2]. The proof goes by
proving equation (1) modulo Tm for all m ∈ N, m ≥ 2.

Step 1: Formula (1) holds modulo Tm if m0 := min{deg(x) | x ∈ |X|} ≥ m. In this case the left hand side
is clearly congruent to 1 modulo Tm by definition since m0 ≥ m. To prove the same for the right hand side,
consider first the case m = 2. (The case m = 1 is trivial.)

Let I be the ideal of R generated by the set {rq − r | r ∈ R}. Since m0 ≥ 2, the ideal I must be the unit ideal.
Else let m ⊃ I be a proper maximal ideal. Then in the field R/m every element would satisfy the equation r̄q = r̄.
It follows R/m ∼= k, contradicting m0 ≥ m ≥ 2. Since I = R, we can find r1, . . . , rs, f1, . . . , fs ∈ R, such that

1 =

s∑
i=1

(ri − rqi )fi.
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We deduce

Tr(κV ) = Tr(κV · 1) = Tr(

s∑
i=1

κV (ri − rqi )fi) =

s∑
i=1

(
Tr(κV rifi)− Tr(riκV fi)

)
9.12(c)

= 0.

Hence the right hand side of (1) is congruent to 1 modulo T 2.

The case m ≥ 3 is reduced to the case m = 2 by regarding
∧j

V as a module over the ring (R⊗j)Σj of invariants
of R⊗j under the natural action of the symmetric group Σj on j elements.

Step 2: Reduction to the case where X contains at most one point of degree less than a given m: For this
one chooses an affine covering by sets Ui of the form SpecRfi for suitable fi ∈ R such that each Ui contains
at most one such point. Then one proves an inclusion exclusion principle for both sides. I.e., in the simplest
case where X = U1 ∪ U2 one proves that both sides are functions f on open subsets on X such that f(X) =
f(U1)f(U1)/f(U1 ∩ U2).

Step 3: Induction on the dimension of R: Suppose equation (1) is known for all smooth affine varieties of dimension
less than n. Here Anderson shows that for any f ∈ R defining a disjoint decomposition X = SpecR/f ∪SpecRf
there is a corresponding decomposition of (V, κV ) into the restriction to SpecRf already used in step 2 and a
suitably defined residue Resf (V, κV ) of (V, κV ) along SpecR/f . If this is established and we are in the situation
of step 2, then we choose f such that the single point of small degree lies in SpecR/f . Then by induction
hypothesis one is done.

Step 4: Initial step of the induction: One needs to prove equation (1) explicitly in the case where X = Spec kx
is the spectrum of a finite field extension kx of k. Explicitly one has to show that

∆(1− TResf1 . . .Resfn(V, κV ))

for f1, . . . , fn a regular sequence defining a maximal ideal m of R with x = SpecR/m agrees with the L-factor
of Fx. �

5 Proof of Theorem 8.13

Here we only give a proof under the following simplifying hypotheses: The compactification X̄ is smooth and the
ideal sheaf I0 of a complement i : Z ↪→ X̄ to j : X ↪→ X̄ is the inverse of an ample line bundle OX̄(1). We also
assume that F is free, say of rank r. – The latter hypothesis can be easily achieved as follows: Since X is affine,
the sheaf F corresponds to a finitely generated projective R⊗A-module. Choose a finitely generated projective
complement Q, define τ to be zero on it, and replace F by its direct sum with the nilpotent τ -sheaf defined by
(Q, 0).

For m ≥ 0 we define F0,m :=
(
OX̄(−m)

)⊕r
and Fm := F0,m ⊗k A. From our construction of j!F we see that

for m� 0 the endomorphism τ extends (in the present case uniquely) to Fm and in such a way that its inverse
image along i is zero. In other words, we have

τm : (σ × id)∗Fm −→ Fm+1 ⊂ Fm. (2)

Let m0 be the smallest m such that the above factorization exists. Then for any m ≥ m0 the resulting τ -sheaf
Fm := (Fm, τm) on X̄ is a representative of the crystal j!F .

We can now invoke Serre duality: It provides us with a canonical isomorphism

D(Hn(X̄,Fm)) ∼= H0(X̄,D(Fm));

observe thatD(Fm) is simply F∨m⊗ΩX̄/k. But more is true. A careful analysis yields that the above isomorphism is

compatible with the endomorphism τm: On the left hand side, τm induces a linear endomorphism on Hn(X̄,Fm),
and D( ) dualizes this to a linear endomorphism on D(Hn(X̄,Fm)). On the right hand side, D( ) provides
us with a Cartier linear endomorphism D(τm) on D(Fm) induced from τm. Taking cohomology, we obtain an
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induced linear endomorphism on H0(X̄,D(Fm)). One can show, cf. [8, §7.4], that Serre duality identifies the
two obtained linear endomorphisms.

For m� 0 define W0,m := H0(X̄,Hom(F0,m,ΩX̄/k)), so that Wm,0 ⊗k A = H0(X̄,D(Fm)). One easily verifies

that the W0,m form an increasing exhaustive filtration of V0 := H0(X,Hom(F ,ΩX/k)). Dualizing (2) one deduces
that D(τm) = D(τ) maps W0,m+1 ⊗A into W0,m ⊗A. This shows that

Lemma 9.14. For any m ≥ m0, the k-vector space (W0,m) is a nucleus for D(F).

Thus Anderson’s trace formula tells us

Lnaive(X,F , T ) = ∆(1− TD(τ))(−1)n−1

= det(1− TD(τm) | H0(X̄,D(Fm)))(−1)n−1

.

Serre duality, as explained above, yields

det(1− TD(τm) | H0(X̄,D(Fm))) = det(1− TτHn(X̄,Fm) | Hn(X̄,Fm)) = L(Spec k,Hn(X̄,Fm), T ).

To complete the proof of Theorem 8.13, it simply remains to observe that the cohomology groups Hi(X̄,Fm), T ),
i 6= n, all vanish form sufficiently large. This follows from Serre duality and the fact thatHi(X̄,OX̄(m)⊗Ω−1

X̄/k
) =

0 for i 6= 0 and all m� 0, since the sheaf OX̄(1) is ample on X̄.

6 The crystalline trace formula for general (good) rings A

Suppose first that the ring A is a good coefficient ring and reduced and that F is a flat A-crystal on some scheme
X of finite type over k. Under these hypotheses the L-function L(X,F , T ) is well-defined. Since the nil radical
of A is zero, all trace formulas are exact equalities, and thus to prove them, we may pass to the quotient ring
QA of A and therefore assume that A is artinian and reduced.

One now has several standard techniques to prove the desired trace formula in this context:

(a) If f : Y → X is a finite morphism, then the trace formula in Theorem 8.14 holds. Here one can in fact directly
prove that for any x ∈ |X| one has ∏

y∈f−1(x)

L(y,Fy, T ) = L(x, (f∗F)x, T ).

Note that the product on the left is finite.

(b) To prove an absolute trace formula, one can decompose X into a finite disjoint union of locally closed
subschemes: Suppose that X is a disjoint union X = U ∪Z with j : U ↪→ X and open immersion and i : Z ↪→ X
a closed complement. Then one has the short exact sequence

0 −→ j!j
∗F −→ F −→ i∗i

∗F −→ 0.

Since j! and i∗ = i! are exact, the spectral sequence for direct image with proper support yields, upon applying
Rf!, the exact triangle

RsU !j∗F −→ Rf!F −→ RsZ!i
∗F −→ RsU !j∗F [1].

Since for the L-functions one has

L(X,F , T ) = L(U, j∗F , T ) · L(Z, i∗F , T )

it suffices to prove an absolute trace formula for U and Z.

(c) If f : Y = An → X = An−1 is the projection onto the n − 1 first coordinates and if the trace formula is
proved for A1 → Spec k, it follows for f : One proceeds as in (a) except that now the fibers are no longer finite.
One needs to use the proper base change formula in order to deduce

i∗xRf! = Rf|Yx! iYx!
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where fYx is the restriction of f to the fiber Yx above x and and iYx : Yx ↪→ Y is the closed immersion of the
fiber obtained as the pullback along ix : x ↪→ X.

(d) The trace formula for the structure morphism A1 → Spec k can be deduced as follows. Near the generic
point, i.e., on A1 minus finitely many closed points, one has a locally free representative due to Proposition 7.14.
Using (b) it suffices to prove the formula for this open subset. But here one can simply apply Theorem 8.13 for
the naive L-function.

(e) From (a)–(d) and the Noether normalization lemma (after reduction to an affine situation), one can readily
deduce the absolute trace formula for any X of finite type over k.

(f) Having the absolute trace formula, one can deduce the relative trace formula for a morphism f : Y → X of
finite type from proper base change as explained in a special case in (c). The key point is that one obtains the
relative version as the product over the closed points x ∈ |X| of the formula∏

y∈|f−1(y)|

L(y,Fy, T ) = L(x, (Rf!F)x, T ). (3)

Suppose now that A is not necessarily reduced. Then (c) and (f) above will fail. The point is that in formula
(3) we no longer have equality, but = gets replaced by ∼, cf. Theorem 8.14. But if we take an infinite product
over formulas of the type (3) with ∼ instead of =, we loose all control, since the infinite product over elements
in 1 +TnA[T ] may well be a non-rational power series. The path taken in [8, Chap. 9] to overcome this difficulty
is rather demanding. One can stratify X so that over the finitely many pieces of the stratification all sufficiently
high twists of the initial τ -sheaf have a locally free representative. Using this representative, one shows that on
each stratum formula (3) is in fact an equality for all but finitely many x ∈ |X|.
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Chapter 10

Global L-functions for A-motives

So far we were mainly concerned with L-functions which when compared with the classical theory should be
considered as local L-functions. In the following we present an approach, essentially due to D. Goss, to define
global Carlitz type L-functions for arbitrary τ -sheaves over A or A-crystals with a characteristic function from
their underlying scheme to the coefficient ring A (at least for certain A to be specified below). These global
L-functions are continuous homomorphisms from Zp to entire functions on C∞. We state the main conjectures
of Goss on these L-functions on meromorphy, entireness and algebraicity and indicate the proof from [3] of these
conjectures which is based on the theory of [8] which was explained in the previous chapters. A different proof
of Goss’ conjectures was given in [43] at least for A = Fq[t].
Section 5, the last section of this chapter, consists of an extended example: We recall the explicit expression
for the global Carlitz-Goss type ζ-function of the affine line. Then we derive formulas for the special values at
negative integers −n in terms of the cohomological formalism developed so far. These formulas can be evaluated
in complexity O(log |n|) by computing an explicit determinant. For p = q this will also provide yet another
approach on a conjecture of Goss on the distribution of zeros of the global L-functions evaluated at elements
of Zp. The proof for arbitrary q was given by Sheats in [42] after previous special work for p = q by Wan [49],
Diaz-Vargaz [9] and Poonen. Yet another approach for p = q is due to Thakur [48]. We end this section with
some observations and questions based on computer experiments for the ζ-functions of some other affine curves.

Throughout this chapter, we fix the following notation:

• C̄/k will be a smooth projective geometrically irreducible curve over the finite field k of characteristic p.

• ∞ will be a marked closed point on C̄ and C := C̄ r {∞}.
• K := k(C̄) is the function field of C̄ and A := Γ(C,OC̄) the coordinate ring of the affine curve C.

• K∞ is the completion of K at ∞, O∞ ⊂ K∞ its ring of integers, π∞ ∈ O∞ a uniformizer, k∞ the residue
field at ∞ and d∞ := [k∞ : k] the residue degree.

Suppose X is a scheme of finite type over k with a morphism f : X → SpecA and that F is a flat A-crystal over X.
(Such an f would naturally arise in the case where F comes from a Drinfeld A-module or an A-motive; there one
could take f as the characteristic of this object.) For every closed point x ∈ |X|, its image px := f(x) ∈ Spec(A)
is a maximal ideal and one clearly has the divisibility dpx |dx for the residue degrees. One would like to define

Lglob(X,F , s) :=
∏
x∈|X|

L(x,Fx, T )|Tdpx=p−s .

What is needed at this point is a good definition of psx and a characteristic p domain in which the exponents s
will lie. Below, following Goss, we shall give such definitions.
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A main conjecture of Goss was that these L-functions should be entire or meromorphic in a sense to be defined
below. For A = k[t] this conjecture was proved by Taguchi and Wan in [43]. The general conjecture was proved in
[3] using crucially the theory of the previous chapters. As we shall see, and this goes back to [43], the special values
of Goss L-functions agree with the L-functions of the previous chapters if one replaces F by a suitable twist. The
cohomological theory will prove that these special values are polynomials whose degree grows logarithmically. It
was known to Goss that this would suffice to deduce the entireness (or meromorphy) of the global L-functions
defined by him.

In fact, we will not completely follow Goss’ approach. He defines Lglob as a function

Lglob(X,F , ) : Zp × C∗∞ −→ C∞.

Moving one copy of C∞ from left to right and working with T = z−1, we shall defined a global L-function

Lglob(X,F , ) : Zp −→
(
C∞[[T ]]≤c

)∗
,

where C∞[[T ]]≤c denotes the ring of power Series on C∞ which converge on the closed disc of radius c and the
superscript ∗ denotes it units. This ring is in a natural way a Banach space, and thus in particular a topological
space.

1 Exponentiation of ideals

The case A = k[t]: Here any maximal ideal p is generated by a unique irreducible monic polynomial fp ∈ k[t],
and thus a natural definition of ps, at least for n = s ∈ Z, is pn := fnp . As we have seen in the lectures of D.

Thakur, it is also natural to consider the expression fp/t
deg fp which is a 1-unit in O∞. For it the expression

(fp/t
deg fp)n is well-defined for any n ∈ Zp. Goss defines ps for any s = (n, z) ∈ Zp × C∗∞, cf. [23, §8.2], by(

fp/t
deg fp

)n
zdeg p.

Let us now recall the necessary definitions for arbitrary A – note that k∞ is canonically contained in K∞:

Definition 10.1. A continuous homomorphism sign: K∗∞ → k∗∞ is a

• sign-function if sign = id when restricted to k∗∞;

• twisted sign-function if there exists σ ∈ Gal(k∞/k), such that sign = σ when restricted to k∗∞.

Obviously any twisted sign function is of the form σ ◦ sign′ for some σ ∈ Gal(kv/k) and some sign-function sign′.
Any sign-function is trivial on the 1-units in O∗∞. If π is a uniformizer of K∞, then any sign-function is uniquely
determined by the image of π in k∗∞. Using that K∗∞

∼= πZ ×O∗∞ one finds that the number of sign-functions is
equal to #k∗∞, and the number of twisted sign-functions to #k∗∞ · d∞.

We fix a sign-function sign for K∞.

Definition 10.2. An element x ∈ K∗∞ is positive (for sign) iff sign(x) = 1. An element x ∈ K∗ is positive if its
image in K∗∞ is positive. We write K+ for the positive elements of K∗ and A+ for A ∩K+.

From now on, we also fix a positive element π ∈ K∗ which is a uniformizer of K∞.

The class group Cl(A) of A is the quotient of the group of fractional ideals IA of A modulo the subgroup of
principal fractional ideals P of A.

Definition 10.3. The strict class group Cl+(A) of A (w.r.t. sign) is the quotient of the group of fractional ideals
of A modulo the subgroup of principal positively generated fractional ideals P+ of A. (A fractional ideal is
principal positively generated if it is of the form Ax for x ∈ K+.)
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In particular one has an obvious short exact sequence 0 → k∗∞/k
∗ → Cl+(A) → Cl(A) → 0. Correspondingly,

one defines the strict Hilbert class H+ ⊃ H field of K as the abelian extension of K which under the Artin-
homomorphism has Galois group isomorphic to Cl+(A). More precisely: under the reciprocity map of class field
theory H+ ⊃ H ⊃ K correspond to∏

v finite

O∗v × (Ker(sign)) ⊂
∏

v finite

O∗v ×K∗∞ ⊂ A∗K .

Due to our choice of π∞, we have Ker(sign) = πZ
∞ × (1 + m∞) where m∞ ⊂ O∞ is the maximal ideal.

Proposition 10.4 (Goss). Let Uperf
1 denote the group of 1-units in the perfect closure of K∞. There exists a unique

homomorphism
〈 〉 : I → Uperf

1

such that for all a ∈ K+ one has
〈a〉 = a · π−v∞(a)

∞ .

Proof. The idea of the proof is as follows: Let h+ := #Cl+(A) denote the strict class number. Then for any

fractional ideal a, the power ah
+

is positively generated, and thus 〈ah+〉 is defined. To define 〈a〉, we take the

unique h+-th root within Uperf
1 - note that for m ∈ N prime to p the m-th root of a 1-unit in K∞ can simply be

defined by the binomial series for 1/m, and thus lies itself again in K∞. However h+ may have p as a divisor.

This necessitates the use of Uperf
1 . �

The above definition and the following one of exponentiation arose in correspondence between D. Goss and D.
Thakur.

Fix a d∞-th root π∗ ∈ Kalg of π∞.

Definition 10.5. Foir n ∈ Z and a a fractional ideal of A, one defines

an := π−n deg a
∗ · 〈a〉n ∈ Kalg

∞ .

More generally, for s := (n, z) ∈ Zp × C∗∞ one sets

as := zdeg a · 〈a〉n ∈ Kalg
∞ .

Note that the first exponentiation is a special case of the second if one takes for s the pair (n, π−n∗ ). Also, going
through the definitions and choosing π∗ = 1

t for A = k[t], one may easily verify that in this case Definition 10.5
agrees with the exponentiation described at the beginning of this subsection.

Proposition 10.6 (Goss). Let V be the subfield of K∞ generated by K and all the an for all fractional ideals a of
A and all n ∈ Z. Then V is a finite extension of K. Let OV denote its ring of integers (over A). Then for all
ideals a ⊂ A and all n ∈ N, one has an ∈ OV.

2 Definition and basic properties of the global L-function

Let X, f , F etc. be as above. At x ∈ |X| the local L-factor L(x,Fx, w) lies in 1+wdxA[[wdx ]] ⊂ 1+wdpxA[[wdpx ]].
This shows that the following definition makes sense:

Definition 10.7. The global L-function of (X, f,F) is defined by

Lglob(X,F , ) : Zp −→ 1 + TC∞[[T ]] : n 7→
∏
x∈|X|

L(x,Fx, w)wdpx=Tdpx 〈px〉n
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Remarks 10.8. (a) It is elementary to see that there is a constant c ∈ Q>0, independent of n ∈ Zp, such that
any of the values

Lglob(X,F , n) ∈ 1 + TC∞[[T ]]

lies in the ring C∞[[T ]]≤c of convergent power series around 0 on the (closed) disc {T ∈ C∞ | |T | ≤ c}.
Since at T = 0, the power series take the value 1, one can choose c such that for all n ∈ Zp the power series
Lglob(X,F , n) are bounded away from zero uniformly, i.e., for each n ∈ Zp they are units in C∞[[T ]]≤c.

(b) The function n 7→ 〈p〉n satisfies a very strong interpolation properties: The limit limm→∞〈p〉p
m

= 1 is
uniform in p ∈Max(A). Moreover C∞[[T ]]≤c is a Banach space under the norm given by

||
∑
m≥0

amT
m|| = sup

m≥0
|am||c|n.

Using the interpolation property of n 7→ 〈p〉n it is not difficult to show that Lglob(X,F , ) is a continuous
function from Zp into this Banach space.

(c) In Goss’ formulation, the variable T is substituted by z−1. Thus one has a continuous function from Zp
into a Banach space of convergent power series in 1/z around ∞ of radius 1/c.

(d) The definition of Lglob(X,F , ) depends the choice of π∗ ∈ Kalg. This element is used to define 〈 〉 and
its d∞-th power is a uniformizer π∞ of K∞ which determines our sign function.

Let us draw a first conclusion from the cohomological theory of crystals for Goss’ global L-functions:

Proposition 10.9. Suppose f : X → SpecA is a morphism of finite type and F is a flat A-crystal on X. Then

(a) The complex Rf! can be represented by a bounded complex G• of flat A-crystals on SpecA.

(b) With G• from (a) one has

Lglob(X,F , n) =
∏
i∈Z

Lglob(X,Gi, n)(−1)i

Part (a) follows from Theorem 7.10, part (b) is an application of the trace formula Theorem 8.14 to each fiber
X ×SpecA p, together with the proper base change, Theorem 6.6.

Thus to study general properties of global L-functions, it suffices to consider the case X = SpecA! We will do
so from now on unless stated otherwise.

3 Global L-functions at negative integers

We now describe the link between Lglob and the L-function from the previous chapters. We learned this, in the
case A = k[t], from [43].

For any ring A there is an analog of the Carlitz module, the so called Drinfeld Hayes module. Let O+ denote the
ring of integers over A of H+ ⊃ K. In [28] Hayes shows that there are #Cl+(A) sign-normalized rank 1-Drinfeld
modules

ψDH,A : A→ O+[τ ].

(We provide more details on these in Appendix 3.) Denote the structure morphism SpecO+ → SpecA by s and
the A-motive associated to ψDH,A by HA. Thus HA is a locally free τ -sheaf on SpecO+ over A of rank 1.

It is now possible and not too hard to compute the local L-factors of the tensor powers H⊗n, n ∈ N0, cf. [3,
Lem. 3.2]. Define

Lglob
X (n, T ) := Lglob(X, (OX×SpecA, τcan = (σ × id)), n)
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as the global Carlitz-Goss L-function for any A-scheme X of finite type, i.e., scheme with a structure morphism
to SpecA. We explicitly write the variable T on the left to stress that for each n ∈ Zp the right hand term

is a function in T . Similarly, for any character χ of the abelian group Gal(H+/K) define Lglob
X (n, χ, T ) as the

ζ-function on SpecA for the character χ. Using this intuitive notation, the following formula was first observed
by Goss, see also Lemma 10.22:

Theorem 10.10 (Goss). For n ∈ N0 one has

LSpecO+(−n, T ) = L(SpecA, s∗H⊗nA , T ) =
∏

χ∈ ̂Gal(H+.K)

Lglob
X (−n, χ, T )|T=Tπn∗

.

By the symbol ( )|T=Tπn∗
we mean that one substitutes the term Tπn∗ for T .

The same computations and defining L-functions with characters for crystals, cf. [3, Cor. 3.8], yield

Theorem 10.11. Suppose F is a flat A-crystal on SpecA. Then for n ∈ N0 one has

L(SpecA,F ⊗ s∗H⊗nA , T ) =
∏

χ∈ ̂Gal(H+.K)

Lglob(SpecA,F , χn,−n)|T=Tπn∗
.

Remark 10.12. The importance of the previous theorem lies in the fact that the left hand side is, via the trace
formula, Corollary 8.15, equal to the L-function of H1(CH+ , j!F ⊗ s∗H⊗nA ) where CH+ is the smooth projective
geometrically irreducible curve over k∞ with function field H+ and where j : SpecO+ ↪→ CH+ is the canonical
open immersion. The cohomology can be represented by a τ -sheaf whose underlying module if free of finite rank
over A. To compute this τ -sheaf one may compute the coherent cohomology of the underlying sheaf together
with the endomorphism induced by τ . In doing so, one has the freedom to replace the τ -sheaf which appears as
the argument of cohomology by a nil-isomorphic one.

4 Meromorphy and entireness

One can prove the following simple but important lemma. Its proof follows closely the method described in
Subsection 5 for C⊗n:

Lemma 10.13. For a locally free τ -sheaf F on SpecA over A, the function

n 7→ degT L(SpecA,F ⊗ s∗H⊗nA , T )

is of order of growth at most O(log n).

Now for any n ≥ 0 which is a multiple of h+ := #Cl+(A), the characters χn, χ ∈ ̂Gal(H+.K), are all trivial.
Thus one deduces from the lemma and Theorem 10.11 that Lglob(SpecA,F ,−n) for such n is a polynomial in T
whose degree grows at most like O(log n). Let h(p) be the prime-to-p part of h+. By replacing F by some kind
of Frobenius twist on the base – this is similar to the observation made in Remark 10.20 (a) – one can show
logarithmic degree growth for all negative integers which are a multiple of h(p). These lie dense in Zp and the
strong uniform interpolation property of n 7→ 〈p〉n yields:

Theorem 10.14. Suppose F is a locally τ -sheaf on SpecA over A. Then Lglob(SpecA,F , ) is a continuous
function Zp −→ C∞[[T ]]ent, where C∞[[T ]]ent is the ring of entire power series with coefficients in C∞ – it is in
a natural way a Fréchet space, and thus in particular a metrizable topological space.

Once the function Lglob(SpecA,F , ) is known to be entire, one deduces from Theorem 10.11 and Lemma 10.13,
invoking Proposition 10.6, the following:

Theorem 10.15. For all n ∈ N0, the values Lglob(SpecA,F ,−n)|T=Tπn∗
are polynomials in T with coefficients in

OV and their degrees in T are of growth at most O(log n).
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Definition 10.16 (Goss). Let f be a function f : Zp → 1 + TC∞[[T ]].

The function f is called entire if the image of f lies in C∞[[T ]]ent and if f is continuous with respect to the
natural topologies on Zp and C∞[[T ]]ent.

The function f is called meromorphic if it is the quotient of two entire functions.

An entire function f is called essentially algebraic, if for all n ∈ N0, the value f(−n)|T=Tπn∗
is a polynomial

whose coefficients are integral over A and lie in a fixed finite extension of K, independent of n.

A meromorphic function f is called essentially algebraic, if it is the quotient of two entire essentially algebraic
functions.

From Theorems 10.14 and 10.15 and Theorem 7.14 one deduces readily:

Theorem 10.17. Suppose F is a flat A-crystal on SpecA (or a finite complex of such). Then Lglob(SpecA,F , ) is
meromorphic and essentially algebraic. If in addition F has a locally free representative, then Lglob(SpecA,F , )
is entire and essentially algebraic.

5 The global Carlitz-Goss L-function of the affine line

Throughout this subsection, we fix A = k[t] and we identify A1 = SpecA. Recall that

Lglob
A1 (n, T ) := Lglob(SpecA, (OSpecA×SpecA, σ × id), n) =

∏
p∈Max(A)

(1− T dp〈p〉−n)−1.

We also define for n ∈ Z the more intuitive ζ-function

ζA(n, T ) :=
∏

a∈A+, irred.

(1− T deg(a)a−n)−1 =
∏

p∈Max(A)

(1− T dpp−n)−1 =
∑
a≤A

T deg aa−n =

∞∑
d=0

T d
( ∑
a∈Ad+

a−n
)

;

by Ad+ we denote the set of monic elements of degree d in A = k[t]. The agreement of the second and fifth term
is immediate by expanding the Euler product. The third and fourth terms are term by term the same as the
second and fifth where however we have used the exponentiation notation from Subsection 1.

Lemma 10.18. For n ∈ N0 one has

Lglob
A1 (−n, T )|T=Tπn∗

= ζA(−n, T )

Proof.

Lglob
A1 (−n, T )|T=Tπn∗

=
∏

p∈Max(A)

(1− (Tπn∗ )dp〈p〉−n)−1

=
∏

p∈Max(A)

(1− T dp(1/t)ndp〈p〉−n)−1

=
∏

a∈A+, irred.

(1− T deg(a)t−n deg(a)(a/tdeg(a))−n)−1

=
∏

a∈A+, irred.

(1− T deg(a)a−n)−1 = ζA(−n, T ).

�

Definition 10.19. For n ∈ N0 with q-digit expansion n = a0 + a1q + . . . arq
r we define `(n) := a0 + a1 + . . .+ ar

to be the sum over the digits in the base q expansion of n.
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Remark 10.20. (a) As can be seen directly from the definition of ζA(n, T ), one has: ζA(n, T )p = ζ(pn, T p).

(b) By a theorem of Lee (a student of Carlitz) one has
∑
a∈Ad+ a

n = 0 for d > `(n)/(q − 1), so that

degT ζA(−n, T ) ≤ `(n)/(q − 1).

(c) Combining (a) and (b), for q = pm one finds

degT ζA(−n, T ) ≤ 1

q − 1
min{`(n), `(pn), `(p2n), . . . , `(pm−1n)}.

Although not stated explicitly in [42], one can deduce from it easily the following result:

Proposition 10.21. For n ∈ N0 and q an arbitrary prime power one has

degT ζA(−n, T ) =
⌊min{`(n), `(pn), `(p2n), . . . , `(pm−1n)}

q − 1

⌋
.

Lemma 10.22. For n ∈ N0 one has ζA(−n, T ) = L(A1, C⊗n, T ).

The lemma is Theorem 10.10 in its simplest case!

Proof. It suffices to show that for f ∈ A+ irreducible and p = (f) one has

1− fnT deg(f) !
= det(1− Tτ⊗nC | C⊗np ) = det(1− T deg(f)(τ⊗nC )deg(f) | C⊗np ).

Starting from τ⊗n = (t− θ)n(σ × id) we compute

(τ⊗n)deg(f) = (t− θ)n(t− θq)n . . . (t− θq
deg f−1

)n(σdeg f × id).

On kp = k[θ]/(f(θ)) we have σdeg f = id. Writing θ̄ for the image of θ in kp, the roots of f are precisely the

elements θ̄q
i

, i = 0, . . . ,deg f − 1, and so f(t) = (t− θ̄)(t− θ̄q)n . . . (t− θ̄qdeg f−1

). We deduce

(τ⊗n)deg(f) = f(t)n ∈ kp[t]

which completes the proof. �

The next aim is to find for each n ∈ N0 an explicit square matrix whose dual characteristic polynomial is
ζA(−n, T ). Moreover we would like to find such a matrix of size degT (ζA(−n, T ))!

The straightforward use of the representative j!C⊗n found in Example 5.12 is not suitable for this, since it yields

a matrix of size dimH1(P1,OP1(m)) = −1 −m > n
q−1 − 1 which is far larger than `(n)

q−1 – or the possibly even
smaller true degree given in Proposition 10.21.

Definition 10.23. For i ∈ N0 define the τ -sheaf C(qi) on A1 over A by the pair

(k[θ, t], (tq
i

− θ)(σ × id)).

Lemma 10.24. The τ -sheaf C(qi) is nil-isomorphic to C⊗qi .

Proof. The pullback (σi)∗C(qi) is isomorphic to C⊗qi and via τ i it is nil-isomorphic to C(qi). �

Corollary 10.25. Suppose n = a0 + a1q + . . . + arq
r with 0 ≤ ai ≤ q − 1 is the base q expansion of n ∈ N0. Let

g(θ) :=
∏r
i=0(tq

i − θ)ai . Then C⊗n is nil-isomorphic to

C(n) :=

r⊗
i=0

(C(qi))⊗ai = (k[θ, t], g(θ)(σ × id)).
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Let us now determine a representative of j!C(n) for the open immersion j : A1 ↪→ P1. Proceeding exactly as in

Example 5.12, we find the following: As the underlying sheaf we take OP1(−m∞)⊗kA with m = d−1−`(n)
q−1 e, and

as τm we take g(θ)(σ × id). Note that now

rankk[t]H
1(P1,OP1(−m∞)) = rankk[t]H

0(P1,OP1(m− 2∞)) = m− 1 = b `(n)

q − 1
c =: D.

Suppressing dθ in the notation, we take e1 := 1, e2 := θ, . . . , eD := θD−1 as a basis over k[t] of H0(P1,OP1(m−
2∞)). Then by Lemma 9.14 this a a nucleus in the sense of Anderson for D(C(n)) = k[θ, t]dθ. Note that the
image of ei under D(τ (n)) is κ(θi−1) = Cq(g(θ)θi−1). To be more explicit, we define gj(t) ∈ k[t] by

g(θ) :=
∑
j≥0

gj(t)t
j

and gj = 0 for j < 0. Then

κ(ei) = Cq(
∑
j≥0

gj(t)θ
j+i−1) =

∑
j≥0,j+i≡0 (mod q)

gj(t)θ
(j+i)/q−1 =

∑
`≥0,j=−i+q`

gq`−i(t)θ
`−1 =

∑
`≥0,j=−i+q`

gq`−i(t)e`.

Define now M as the matrix
M := (mi,j) := (gjq−i)i,j=1,...,D.

This is the matrix representing the action of κ on the nucleus of D(C(n)). Hence its dual characteristic polynomial
is the L-function of C(n). Since A is reduced, we have shown:

Proposition 10.26.
det(1− TM) = ζA(−n, T ) ∈ 1 + TA[T ].

Example 10.27. Let q = 4, n = 181 = 2 · 64 + 3 · 16 + 1 · 4 + 1 · 1. Thus `(n) = 7 and D = b `(n)
q−1 c = b 7

3c = 2. We
have

g(θ) = (t64 − θ)2(t16 − θ)3(t4 − θ)(t− θ) = (t128 − θ2)(t32 − θ2)(t16 − θ)(t4 − θ)(t− θ) =
∑
j≥0

gj(t)θ
j .

One finds the following expressions for the coefficients gj :

g7 = 1.

g6 = t16 + t4 + t.

g5 = t128 + t32 + t20 + t17 + t5.

g3 = t160 + t148 + t145 + t133 + t52 + t49 + t37.

g2 = t176 + t164 + t161 + t149 + t53.

The matrix M is given by
(
g3 g7
g2 g6

)
and one finds

ζA(−181, T ) = det(M) = 1 + T (. . .) + T 2(t164 + t161 + lower order terms).

Definition 10.28. For n ∈ N0 we set Sd(n) :=
∑
a∈Ad+ a

−n, so that ζA(−n, T ) =
∑
d≥0 T

dSd(n), and we define

sd(n) := degt Sd(n).

Using M we shall give yet another proof of the following theorem due to Wan [49], which was later reproved by
Diaz-Vargas [9] and by Thakur [48].

Theorem 10.29 (Riemann hypothesis). Let q = p. Then the following hold:
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(a) For any n ∈ N0 one has

degT ζA(−n, T ) = b `(n)

q − 1
c and sd(n) =

s∑
j=1

degt(gj(q−1)).

(b) The sequence (degt gj(q−1))j≥0 is strictly decreasing, and thus the Newton polygon of ζA(−n, T ) has b `(n)
q−1 c

distinct slopes all of width one.

(c) For any m ∈ Zp, the entire function LA(m,T ) in T has a Newton polygon whose slopes are all of width
one and thus the roots of T 7→ LA(m,T ) lie in K∞ they are simple and of pairwise distinct valuation.

Part (c) for q = 4 was proved by Poonen and for arbitrary q by Sheats in [42].

Recall that the Newton polygon of the polynomial degT ζA(−n, T ) ∈ A[T ] ⊂ K∞[T ] is the lower convex hull of
the points (d,−degt(Sd(n)))d≥0. By (a), the slope between d and d+ 1 is −sd+1(n)− (−sd(n)) = −degt gd(q−1).
By the first assertion of (b), the sequence degt gj(q−1) is strictly decreasing and it follows that the points
(d,−degt(Sd(n)))d≥0 lie all on the lower convex hull and are break points, i.e., points where the slope changes.
Thus the second part of (b) follows, once (a) and the first is shown. Part (c) is a simple formal consequence of
(b) as explained in [49]. To prove the theorem, our first aim will be to compute the degrees of the polynomials gj .

Let us first recall a lemma of Lucas.

Lemma 10.30. For integers a0, . . . , ar and l0, . . . , lr in the interval [0, p− 1] one has

r∏
i=0

(
ai
li

)
=

(∑r
i=0 aip

i∑r
i=0 lip

i

)
.

An analogous formula holds for multinomial coefficients
(

m
m1m2 ...m`

)
.

Lucas’ formula follows easily from expanding both sides of the following equality by the binomial theorem

(1 + T )
∑r
i=0 aip

i

=

r∏
i=0

(1 + T p
i

)ai .

Lucas’ lemma holds for arbitrary q; however the formulation for p implies the lemma also for all p-powers.

Note that by the Lemma of Lucas the coefficient
(
n
l

)
modulo p is non-zero if and only if, considering the base p

expansions of n and l, each digit of the expansion of l is at most as large as the corresponding digit of n.

Lemma 10.31.

gj = (−1)j
∑

l0,...,lr, 0≤li≤ai∑
i li=d−j

( r∏
i=0

(
ai
li

))
tl0+l1q+...+lrq

r

= (−1)j
n∑
l=0

`(l)=d−j

(
n

l

)
tl.

For each m ∈ N0 the sum contains at most one summand of degree m in t.

Proof. The first equality in Lemma 10.31 is proved by a multiple application of the binomial theorem and
collecting all the coefficients of θj in

∑
g≥0 gjθ

j =
∏
i≥0(T q

i − θ)ai . The second equality follows from Lucas’s
lemma. �

Set µ(D) = r and mµ(D) = 0 and for j ∈ {0, . . . , D − 1} define µ(j) ∈ {0, . . . , r} and mµ(j) ∈ {1, . . . , aµ(j)} by

D − j = ar + . . .+ aµ(j)+1 +mµ(j).
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Lemma 10.32. Suppose q = p. Then for each j ∈ {0, . . . , D} one has

deg gj = arq
r + . . .+ aµ(j)+1q

µ(j)+1 +mµ(j)q
µ(j).

Proof. Note that in the case p = q the coefficients
(∏r

i=0

(
ai
li

))
of gj are all non-zero. The formulas are now

immediate from the definitions of µ and mµ. �

Suppose q = p. Then if j increases, D−j decreases and thus deg gj is strictly decreasing in j. Thus we have proved
Theorem 10.29(b) once we have proved part (a). Moreover if ` and `′ from {0, . . . , D} satisfy `′ ≥ ` + (q − 1),
then µ(`′) ≥ µ(`) + 1. This yields a precise result on the rate of the decrease of the degt gj :

Lemma 10.33. Suppose p = q. Then for 0 ≤ `, `′ ≤ D − 1 and `′ ≥ `+ (q − 1) one has

0 < deg g` − deg g`+1 = qµ(`) ≤ 1

q
· qµ(`′) =

1

q
· (deg g`′ − deg g`′+1).

Proof of Theorem 10.29(a). Our aim is to compute the degree in t of the coefficients of the T i in the expression

det(1− TM) =
∑
π∈Σd

signπ(δ1π(1) − Tm1π(1)) · . . . · (δdπ(d) − Tmdπ(d)).

Let us expand the inner products by the distributive law. If a product contributes to T i, then in the distributed
term, we need d− j occurrences of terms not involving T , i.e. of 1’s. The latter can only come from the diagonal.
We deduce:

Up to sign, the terms contributing to T i are those j × j-minors of M which are symmetric, i.e. in which the
same rows and columns were deleted from M .

Let J be a subset of {1, . . . , d} (which may be empty) and let π ∈ Σd be a permutation of the set {1, . . . , d}
which is the identity on J . Then for the pair J, π we define

degJ,π :=
∑
j∈J

deg(mπ(j),j).

For fixed J , we shall show that the identity permutation is the unique one for which degJ,π is maximal. The
following lemma is the key step.

Lemma 10.34. Suppose q = p and fix J ⊂ {1, . . . , d}. Then for all π ∈ Σdr{id} fixing J one has degπ,J < degid,J .
In particular ord(det(M)) = ordid and thus det(M) is non-zero.

Proof. We only give the proof for J = ∅. The other cases are totally analogous. To simplify notation, we
abbreviate degπ := deg∅,π.

Assume contrary to the assertion of the lemma, that for some π ∈ Σdr{id} we have degπ = max{degτ | τ ∈ Σd}.
Since π is not the identity, the permutation matrix representing π has some entry above the diagonal. Let
j0 ∈ {1, . . . , d} be maximal such that π(j0) < j0. In row j0 let j1 be the column which contains the non-zero
entry of the permutation matrix of π, i.e., j1 = π−1(j0). By the maximality of j0 we have we have

j1 < j0. (1)

Consider the matrix 

. . .

0 mπ(j0),j0

. . .

mj0,j1 0
. . .
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with entries mπ(j),j at (π(j), j) for j = 1, . . . , d and zero otherwise. Define the permutation π′ by

π′(j) = π(j) for j 6= j0, j1, π′(j0) = j0, π′(j1) = π(j0).

Then

degπ′ −degπ = deg(mπ(j0),j1) + deg(mj0,j0)− deg(mj0,j1)− deg(mπ(j0),j0)

= deg(gj1q−π(j0))− deg(gj1q−j0) + deg(gj0q−j0)− deg(gj0q−π(j0))

=

j0∑
i=π(j0)+1

(deg(gj0q−i)− deg(gj0q−i+1))− (deg(gj1q−i)− deg(gj1q−i+1))

≥
π(j1)∑
i=j1+1

(q − 1) ≥ (q − 1).

Where the last inequality follows from formula (1) and Lemma 10.33(a). We reach the contradiction degπ′ >
degπ. �

For fixed J , the lemma tells us that id is the unique permutation for which degJ,id is maximal. Moreover from
the definition of degJ,π, we see that

degJ,id =
∑
j∈J

degtmjj =
∑
j∈J

degt gj(q−1).

Since the degrees of the gi are strictly decreasing, we find that among those J for which #J is fixed there is also
a unique one for which degJ,id is maximal, namely J = {1, 2, . . . ,#J}.
It follows that the degree of the coefficient of T i is equal to deg{1,2,,...,i},id =

∑
j=1,...,i degt gj(q−1). This completes

the proof of Theorem 10.29(a) and thus of the theorem itself. �

Let us add some further observations regarding the degrees of the coefficients Sd(n). Say we write

(ar ar−1 . . . a1 a0)p

for the base p digit expansion of n. By the definition of µ(j) and mµ(j), we have that for

(0 0 . . . 0 aµ(j) −mµ(j)︸ ︷︷ ︸
µ(j)

aµ(j)−1 . . . a1 a0)

the sum over its digit in base p is exactly j. We define

n1 := (0 0 . . . aµ(p−1) −mµ(p−1)︸ ︷︷ ︸
µ(p−1)

aµ(p−1)−1 . . . a1 a0)

n2 := (0 0 . . . aµ(2p−2) −mµ(2p−2)︸ ︷︷ ︸
µ(2p−2)

aµ(2p−2)−1 . . . mµ(p−1)︸ ︷︷ ︸
µ(p−1)

0 . . . 0)

n3 := (0 0 . . . aµ(3(p−1) −mµ(3(p−1))︸ ︷︷ ︸
µ(3(p−1))

aµ(3(p−1))−1 . . . mµ(2(p−1))︸ ︷︷ ︸
µ(2(p−1))

0 . . . 0)etc.

and md by n = md +nd +nd−1 + . . .+n1. Thus n1 is formed from the p− 1 lowest digits of n, next n2 is formed
from the next p− 1 lowest digits of n that haven’t been used in forming n1 etc.

We can now rephrase Theorem 10.29(a) as follows:

s1(n) = n−n1, s2(n) = (n−n1)+(n−n1−n2), . . . , sd(n) = (n−n1)+(n−n1−n2)+ . . .+(n−n1− . . .−nd) etc.
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and s`(n) = −∞ for all ` ≥ `0 + 1 where `0 is smallest so that n− n1 − . . .− n`0 has digit sum less than p− 1
in its p-digit, or if no such `0 > 0 exists, we set `0 = 0.

We obtain an alternative proof of the following recursion from [48]:

Corollary 10.35 (Thakur). sd(n) = s1(n) + sd−1(s1(n)).

Proof.

sd(n) = (n− n1) + (n− n1 − n2) + . . .+ (n− n1 − . . .− nd)
= (n− n1) + ((n− n1)− n2) + ((n− n1)− n2 − n3) + . . .+ ((n− n1)− . . .− nd)
= s1(n) + (s1(n)− n2) + (s1(n)− n2 − n3) + . . .+ (s1(n)− n2 − . . .− nd)
= s1(n) + sd−1(s1(n)).

Note that to define n2, n3, . . . , nd it is not necessary to know n. It suffices to know n − n1 = s1(n) as defined
above. �

Open questions regarding the zero distributions of ζA(−n, T ) for A different from Fq[T ]:

Due to some simple but remarkable examples, Thakur [46] showed that Theorem 10.29(c) cannot hold for general
A: It is known that ζA(−n, T ) has a zero T = 1 if q− 1 divides n. Such zeros are called trivial zeros. For Fq[t] all
trivial zeros are simple and if n is not divisible by q − 1 then T = 1 is not a root of ζA(−n, T ). In [46] Thakur
shows by explicit computation that for some even n, i.e., n divisible by q − 1, the root T = 1 is a double root!
Let us say that ζA(−n, T ) has an extra zero at −n if either (T − 1)2 divides it, or if (T − 1) divides it, but n is
not a multiple of p− 1.

The following patterns for negative integers −n were observed when computing, using a computer algebra
package, the Newton polygons for several rings A for the function ζA(−n, T ) :=

∑
d≥0 T

d
∑
a∈Ad+ a

n under the

hypotheses p = q and d∞ = 1. Note that the Newton polygons all lie under or on the x-axis and start at (0, 0).
Moreover all slopes are less or equal to zero.

Define B ⊂ N0 as
B := {0} ∪ {d ∈ N0 | dimk A(d+1) > dimAd}.

In particular, B contains every integer d ≥ 2g, where g is the genus of A. The missing integers (in {0, . . . , 2g})
are precisely the the Weierstrass gaps for ∞.

• The x-coordinates of all the break and end points of all Newton polygons are in the set B and at every
x-coordinate in B (along the Newton polygon) there is a break point.

• In particular, all slopes beyond the g-th one have width 1.

• There are no extra zeros for n not divisible by p− 1. Thus extra zeros can only occur at horizontal slopes
of width larger than one, i.e., among the first g slopes.

• Even if a slope is horizontal and of length 2, there may not be an extra zero.

• The degree in T of ζA(−n, T ) is determined by the following rule: The number of slopes of the Newton

polygon is exactly equal to b `(n)
p−1c.

51



Chapter 11

Relation to étale sheaves

Throughout this chapter we assume that A is a finite k-algebra, and so in particular A is finite. For such
A, we shall set up a correspondence between A-crystals and étale sheaves of A-modules. As we shall see, the
correspondence is modeled at the Artin-Schreier sequence in étale cohomology and Deligne’s [51, Fonctions L].

One reason why one might be interested in finite rings A is to study geometric questions in positive characteristic
via étale mod p cohomology. Another reason is the following: Suppose ϕ is a Drinfeld A-module and M(ϕ) its
associated A-motive. Then for all finite primes p of A, the pn-torsion of ϕ provides us with a Galois representation,
or a lisse étale sheaf of A/pn-modules on the base. On the side of A-motives, A/pn-torsion is described by
M(ϕ) ⊗A A/pn. Using the equivalence of categories introduced in the following subsection and the relation
between the torsion points of ϕ and the above quotient of M(ϕ), the following result is straightforward:

HomA(A/pn, ϕ[pn]) ∼= ε(M(ϕ)⊗A A/pn).

I.e., the dual of the module of pn-torsion points is naturally associated to the motive modulo pn.

In Section 1 we define the functor from A-crystals to constructible étale sheaves of A-modules and discuss its
basic properties. Some proofs are given. In the subsequent Section 2 we use these results to reprove (in many
but not all cases) a result of Goss and Sinnott which links properties of class groups to special values of Goss’
L-functions.

1 An equivalence of categories

Our first aim is to define a functor
ε : QCohτ (X,A)→ Ét(X,A).

For this, we consider a τ -sheaf F . Using adjunction, we assume that it is given by a pair (F , τF : F → (σ×id)∗F).
Let u : U → X be any étale morphism. Pullback of τ along u× id induces a homomorphism

(u× id)∗τF : (u× id)∗F → (u× id)∗(σ × id)∗F ∼= (σ × id)∗(u× id)∗F .

Taking global section on U×C and observing that σ×id is a topological isomorphism, we obtain a homomorphism
of A-modules:

(u× id)∗τF : ((u× id)∗F)(U × C) −→ ((σ × id)∗(u× id)∗F)(U × C) = ((u× id)∗F)(U × C).

By slight abuse of notation, let us denote this homomorphism by τet. Then one verifies that

(u : U → V ) 7−→ Ker
(
1− τet : ((u× id)∗F)(U × C) −→ ((u× id)∗F)(U × C)

)
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for (u : U → X) varying over the étale morphisms to X defines a sheaf of A-modules on the small étale site
of X denoted ε(F). A more concise way of defining ε is as follows. Let Fet denote the étale sheaf associated to
pr1∗ F by change of sites – this is what is done above, of one forgets about τ . Then τF induces a homomorphism
τet : Fet → Fet and

ε(F) := Ker
(
id−τet : Fet → Fet

)
. (1)

Clearly this construction is functorial in F , that is, to any homomorphism ϕ : F → G it associates a homomorph-
ism ε(ϕ) : ε(F)→ ε(G). Thus it defines an A-linear functor

ε : QCohτ (X,A)→ Ét(X,A). (2)

Following its construction one finds that ε is left exact.

Example 11.1. Let 1lX,A denote the τ -sheaf consisting of the structure sheaf OX×C together with its obvious τ
given by

τ = σ × id : OX×C → (σ × id)∗OX×C .

The étale sheaf associated to OX×C is simply OXet
⊗ A with τet the morphism (u ⊗ a) 7→ uq ⊗ a. Therefore

ε(1lX,A) ∼= AX , the constant étale sheaf on X with stalk A. In the special case A = k we recover the sequence

0 −→ kX −→ OXet

1−σ−→ OXet

from Artin-Schreier theory.

Lemma 11.2. Let ϕ : F → G be a nil-isomorphism in Cohτ (X,A). Then the induced ε(ϕ) : ε(F) → ε(G) is an
isomorphism.

Proof. Observe first that regarding τ as a homomorphism of τ -sheaves, we have ε(τ) = id: This is so, because
ε is precisely the operation on the étale sheaf associated to F of taking fixed points under τ . Clearly τ is the
identity on the set of these fixed points. Having clarified this, the proof of the proposition follows immediately
from applying τ to the diagram (2). �

The assertion of the lemma also holds for τ -sheaves whose underlying sheaf is only quasi-coherent. The proof
however is much more subtle. In [8] it is shown that ε factors via the category of ind-coherent τ -sheaves, i.e.,
τ -sheaves which can be written as inductive limits of coherent τ -sheaves. Then an argument involving direct
limits reduces one to the already proved case of the lemma. In total one obtains:

Proposition 11.3. The functor ε induces a unique left exact A-linear functor

ε : QCrys(X,A)→ Ét(X,A).

It is shown in [8] that the isomorphisms ε defined for all pairs (X,A) (with A finite) is compatible with the
formation of functors on crystals and on the étale site, respectively:

Proposition 11.4. For f : Y → X a morphism, j : U ↪→ X an open immersion and h : C → C ′ a base change
homomorphism one has the following compatibilities:

ε ◦ f∗ ∼= f∗ ◦ ε, ε ◦ ( ⊗ ) ∼= ( ⊗ ) ◦ ε, , ε ◦ ( ⊗A A′) ∼= ( ⊗A A′) ◦ ε ε ◦ f∗ ∼= f∗ ◦ ε, ε ◦ j! ∼= j! ◦ ε.

Except for the very first compatibility, i.e. that of inverse image, the proofs are rather straight forward. Note that
to the left of ◦ε the functors are functors on étale sheaves and to the right of ε◦ they are functors on A-crystals.

Let Étc(X,A) ⊂ Ét(X,A) denote the subcategory of constructible étale sheaves. Recall that an étale sheaf of
A-modules is constructible, if X has a finite stratification by locally closed subsets Ui such that the restriction
of the sheaf to each Ui is locally constant. This in turn means that there exists a finite étale morphism Vi → Ui
such that the pullback to Vi is a constant sheaf on a finite A-module.
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Proposition 11.5. The image of Crys(X,A) under ε lies in Étc(X,A).

Proof. (Sketch) Since being constructible is independent of the A-action, we may restrict the proof to Crys(X, k).
We also may assume that X is reduced – cf. Theorem 5.9. Let F be a coherent τ -sheaf on X over k. Since we have
the functors j!, f∗ and f∗ at our disposal we can apply noetherian induction on X in order to show that ε(F) is
constructible. Thus it suffices to fix a generic point η of X and to prove that there exists an open neighborhood
U of η such that ε(F|U) is locally constant.

We first choose a neighborhood U of η which is regular as a scheme. By [29, Thm. 4.1.1], it suffices to show
that after possibly further shrinking U one can find a τ -sheaf G which is nil-isomorphic to F and such that G is
locally free and τ is an isomorphism on it. At the generic point both properties can be achieved by replacing F
by Im(τmF ) for m sufficiently large. And then one shows, using A = k, that this extends to an open neighborhood
of η. �

A main theorem of [8, Ch. 10] is the following

Theorem 11.6. For A a finite k-algebra, the functor ε : Crys(X,A)→ Étc(X,A) is an equivalence of categories.

Since it is compatible with all functors, the definition of flatness for both categories implies that ε induces an
equivalence between the full subcategory of flat A-crystals and the full subcategory of flat constructible étale
sheaves of A-modules:

ε : Crysflat(X,A)
∼=−→ Ét

flat

c (X,A).

For flat A-crystals we have a definition of L-functions of X is of finite type over k. Under the same hypothesis
on X, for flat constructible étale sheaves of A-modules such a definition is given in [51, Fonctions L, 2.1]. At a
closed point x, it is the following:

Definition 11.7. The L-function of F ∈ Étflat
c (x,A) is

L(x,F, t) := detA
(
id−tdx · Frob−1

x

∣∣ Fx̄)−1 ∈ 1 + tdxA[[tdx ]].

The obvious extensions to schemes X of finite type over k and to complexes representable by bounded complexes
of objects in Étflat

c (X,A) are left to the reader.

It is a basic result that ε is compatible with the formation of L-functions:

Proposition 11.8. For any F ∈ Crysflat(X,A)) we have

L(X, ε(F), t) = Lcrys(X,F , t).

As a consequence of Theorem 8.14 we find:

Theorem 11.9. Let f : Y → X be a morphism of schemes of finite type over k and F• ∈ Db(Étc(Y,A))ftd a
complex representable by a bounded complex with objects in Étflat

c (X,A). Then one has

L(Y,F•, t) ∼ L(X,Rf!F
•, t),

i.e., their quotient is a unipotent polynomial.

For reduced coefficient rings A, the above result was first proved by Deligne in [51, Fonctions L, Th. 2.2]. In
[13, Thm. 1.5], Emerton and Kisin give a proof for arbitrary finite A of some characteristic pm. By an inverse
limit procedure, in [13, Cor. 1.8], they give a suitable generalization to any coefficient ring A which is a complete
noetherian local Zp-algebra with finite residue field.

Remark 11.10. The category Étc(X,A) has no duality and f !, f∗ and an internal Hom are either not all defined
or not well-behaved. Thus for the theory of A-crystals, we cannot hope for this either.
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2 A result of Goss and Sinnott

In the following we shall use the correspondence between étale sheaves and crystals of the previous subsection
to reprove a result of Goss and Sinnott – in many, but so far not all cases. The original proof of the result of
Goss and Sinnott is based on the comparison of classical L-functions for function fields and Goss-Carlitz type
L-functions for function fields. Our proof avoids all usage of classical result but instead uses the results from the
previous subsections.

Class groups of Drinfeld-Hayes cyclotomic fields

We consider the following situation: Let K be a function field with constant field k, let ∞ be a place of K
and A the ring of regular functions outside ∞. Let H ⊂ H+ be the (strict) Hilbert class field with ring of
integers O ⊂ O+. By the theory of Drinfeld-Hayes modules, there exist [H : K] many sign normalized rank 1
Drinfeld-Hayes modules

ϕ : A→ O+[τ ], a 7→ ϕa.

Let p be a maximal ideal of A. Then the p-torsion points ϕ[p](K̄) of ϕ over K̄ form a free A/p-module of rank
1 carrying an A-linear action of Gal(K̄/H+). If H+

p denotes the fixes field of the kernel of this representation,
then G := Gal(H+

p /H
+) is isomorphic to (A/p)∗. The extension H+

p /H
+ is totally ramified at the places of

O+ above p and unramified above all other finite places. For all places above ∞ the decomposition and inertia
groups agree and are isomorphic to the subgroup k∗ ⊂ (A/p)∗.

H+
p

G

H+

K

For K = k(t) and A = k[t] one has H = K and the Drinfeld module ϕ is simply the Carlitz module.

Let us denote by χ : G → (A/p)∗ the character of G the arises from the action of ϕ[p]. This is the analog of
the mod p cyclotomic character in classical number theory. We introduce the following notation: By JacK,p we
denote the Jacobian variety of the smooth projective geometrically irreducible curve CK,p with constant field k∞
and function field H+ and we let Cl(H+

p ) denote the class group of the field H+
p . Then the p-torsion subgroup of

Cl(H+
p ) is isomorphic to the invariant of Gal(k̄∞/k∞) of the p-torsion group JacK,p[p](k̄). For w ∈ Z (it suffices

w ∈ {1, 2, . . . ,#(A/p)∗}) we define the χw components of the above groups as

C(w) := (Cl(H+
p )⊗Fp A/p)χw C̃(w) := (JacK,p[p](k̄)⊗Fp A/p)χw .

We remark the following: The extension k̄H+/H+ is purely algebraic, the extension H+
p /H

+ purely geometric.
Hence they are linearly disjoint. Moreover the group G is of order prime to p and thus its action on the p-group
JacK,p[p](k̄) is exact, so that

C̃(w)Gal(k̄∞/k∞) = C(w).

Let h̃A+ denote the number of places of H+ above ∞, so that h̃+
A = hA

#k∗∞
#k∗ . The following result (even under

more general hypotheses) is due to Goss and Sinnott:

Theorem 11.11 (Goss, Sinnott). Let w ∈ N. For a, b ∈ N define δa|b to be 1 if a is a divisor of b and zero
otherwise. Then the following hold:

(a) dimA/p C̃(w) = degT (LSpecO+(w, T ) mod p)− h̃+
Aδ(q−1)|w.

(b) C(w) 6= 0 if and only if ordT=1(LSpecO+(w, T ) mod p) > h̃+
Aδ(q−1)|w.
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(c) dimA/p C(w) is the multiplicity of the eigenvalue 1 of the action of τ on H1(CK,p, (M(ϕ)⊗w)max)⊗A A/p
– for the superscript max, see Definition 11.12.

The proof in [24] uses congruences between L-functions of τ -sheaves and classical Hasse-Weil L-functions. This
comparison is replaced by comparing the cohomology of a τ -sheaf and that of the étale sheaf associated to its
mod p-reduction.

Before we can give the proof of the theorem, we need to introduce the concept of maximal extension of a τ -sheaf.
Once this is understood, we shall present a proof of the above theorem different from that in [24].

The maximal extension of Gardeyn

The material on maximal extensions is based on work and ideas of F. Gardeyn from [15, §2].. We follow the
approach in [4]. By B we denote a k-algebra which is essentially of finite type. Typically it is equal to A or to
A/n for some ideal n ⊂ A. We omit almost all proofs. The can be found either in [15, §2] or in [4, Ch. 8].

Throughout the discussion of maximal extensions, we fix an open immersion j : U ↪→ X and a complement
Z ⊂ X of U .

Definition 11.12 (Gardeyn). Suppose F ∈ Cohτ (U,B).

(a) A coherent τ -subsheaf G of j∗F with j∗G = F is called an extension of F .

(b) The union of all extensions of F is denoted by j#F ⊂ j∗F ..

(c) If j#F is coherent, it is called the maximal extension of F . It is also denoted by Fmax.

The assignment F 7→ j#F defines a functor Cohτ (U,B) −→ QCohτ (X,B). Note that if j∗F is not coherent,
the same holds for j#(F , 0) = (j∗F , 0) – consider for instance the case SpecR ↪→ SpecK where R is a discrete
valuation ring with fraction field K.

We state some basic properties:

Proposition 11.13. Any τ -sheaf F has an extension to X which represents the crystal. j!F .

Proof. This follows from the part of the proof of Theorem 5.10 giving the existence of the crystal j!F . �

The τ -sheaf j#F has the following intrinsic characterization modeled after the Néron mapping property:

Proposition 11.14. Suppose F ∈ Cohτ (U,B) and G ∈ QCohτ (X,B) such that j∗G ∼= F . Then G is isomorphic
to j#F if and only if the following conditions hold:

(a) G is an inductive limit of coherent τ -sheaves, and

(b) for all H ∈ Cohτ (X,B), the following canonical map is an isomorphism:

HomQCohτ (X,B)(H,G) −→ HomCohτ (U,B)(j
∗H,F)

Proposition 11.14 motivates the following axiomatic definition of maximal extension for crystals:

Definition 11.15. A crystal G ∈ Crys(X,B) is called an extension of F if j∗G ∼= F . It is called a maximal
extension if in addition for all H ∈ Crys(X,B), the canonical map

HomCrys(X,B)(H,G) −→ HomCrys(U,B)(j
∗H,F)

is an isomorphism.
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Proposition 11.16. Let F be in Cohτ (X,B). If j#F is coherent, then the crystal represented by F possesses a
maximal extension and the latter is represented by j#F .

Proposition 11.17. The functor j# is left exact on τ -sheaves. Moreover if one has a left exact sequence of crystals,
such that the outer terms have a maximal extension, then so does the central term and the induced sequence of
the maximal extensions is left exact.

We now impose the following conditions sufficient for our intended applications. Under these, the main result on
the existence of a maximal extension, Theorem 11.22, is due to Gardeyn.

(a) the ring B is finite over k or over A.

(b) X is a smooth geometrically irreducible curve over k and U ⊂ X is dense.

Proposition 11.18. For F ∈ Cohτ (U,B) and G an extension of F , the following assertions are equivalent:

(a) G is the maximal extension of F

(b) For any x ∈ Z and jx : SpecOX,x ↪→ X the canonical morphism, the τ -sheaf j∗xG is the maximal extension
of i∗ηF ; here η is the generic point of X

This proposition allows one to reduce the problem of the existence of a maximal extension to the situation where
X is a discrete valuation ring. The proof is a simple patching argument.

Definition 11.19 (Gardeyn). Let G be a locally free τ -sheaf on X over B. Then G is called good at x ∈ X if τ is
injective on i∗xG. It is called generically good if it is good at the generic point of X.

Note that if G is generically good, then it is good for all x in a dense open subset.

Proposition 11.20. Suppose G ∈ Cohτ (X,B) is an extension of F ∈ Cohτ (U,B) such that G is good at all
x ∈ Z, then G = j#F .

The point is that after pulling back the situation to any SpecOX,x for x ∈ Z, the fact that G is good at x easily
implies that it is a maximal extension. Now one can apply Proposition 11.18.

Corollary 11.21. The unit τ -sheaf 1lX,A is good at all x ∈ X. Suppose now that G ∈ Cohτ (X,B) is an extension
of F ∈ Cohτ (X,B) such that i∗xG ∼= 1lx,A for all x ∈ Z. Then G = j#F and moreover in Crys(X,B) the
following sequence is exact:

0 −→ j!F −→ j#F −→ ⊕x∈Z1lx,A −→ 0.

The following are the central results on maximal extensions:

Theorem 11.22 (Gardeyn). If F is a locally free, generically good τ -sheaf on U over B, then j#F is locally free.

Theorem 11.23. Suppose B is finite. Then j# : Crys(U,B) → Crys(X,B) is a well-defined functor. Moreover

one has ε ◦ j# ∼= j∗ ◦ ε where ε : Crys(. . .)→ Étc(. . .) is the functor Theorem 11.6.

Another simple assertion along the lines of Corollary 11.21 is the following:

Proposition 11.24. Suppose F ∈ Coh(U,A) has a maximal extension to X. Then the canonical homomorphism
of crystals

Fmax ⊗A A/p ↪→ (F ⊗A A/p)max

is injective. If Fmax ⊗A A/o has good reduction at all x ∈ Z, it is an isomorphism.
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Proof of Theorem 11.11

Proof. It is well-known that the first étale cohomology of a curve for the constant sheaf Fp can be expressed in
terms of the p-torsion group of its Jacobian: Denoting by the superscript ∨ the formation of the Fp-dual, i.e,
HomFp( ,Fp), one has

JacK,p[p](k̄) ∼= H1
et(CK,p/k̄,Fp)∨.

Both sides carry Galois actions of Gal(k̄/k∞) and of G. The extension H+
p /H

+ is totally ramified at all places
above p. Therefore it is linearly disjoint from the constant field extension k̄H+/H+, and hence the two actions
commute. We tensor both sides with A/p over Fp. This allows to decompose them into isotypic components for
the semisimple action of G, whenever desired. Observe that the isotypic components on the left are the groups
C̃(w).

To analyze the right hand term, we introduce some notation. Let op denote the order of (A/p)∗. Denote by
fp : CK,p → CH+ the G-cover of smooth projective geometrically irreducible curves over k∞ corresponding to
H+

p /H
+. Define Up to be SpecO+ minus the finitely many places above p and let jp denote the open immersion

of Up ↪→ CH+ . Over Up the representation of G on ϕ[p] is unramified, and thus it defines a lisse étale sheaf of
rank one over A/p which we denote by ϕ[p]. This sheaf and all its tensor powers become, after pullback along

the finite étale cover f−1
p (Up)→ Up, isomorphic to the constant sheaf A/p on CK,p with generic fiber A/p. Using

simple representation theory, one deduces that(
fp∗A/p

)∣∣
Up

∼=
⊕

w∈Z/op

ϕ[p]
⊗w
.

From adjunction of j∗ and j∗ we deduce a homomorphism fp∗A/p −→
⊕

w∈Z/op jp∗ϕ[p]
⊗w

. On stalks one can

verify that the map is an isomorphism: At points where the representation ϕ[p](K̄)⊗w is ramified, the sheaf
jp∗ϕ[p]

⊗w
is zero and so is the corresponding summand on the left. At the other (unramified) points above p,∞,

the sheaf jp∗ϕ[p]
⊗w

is lisse, as is the corresponding summand on the left. Using H1
et(CK,p, ) ∼= H1

et(CH+ , f∗p ),
we deduce

JacK,p[p](k̄)⊗Fp A.p
∼= H1

et

(
CH+/k̄,

⊕
w∈Z/op

jp∗ϕ[p]
⊗w
)∨
.

Now we decompose the isomorphism into isotypic components – note that ∨ changes the sign of w. This yields

C̃(w) ∼= H1
et

(
CH+/k̄, jp∗ϕ[p]

⊗(−w))∨
.

Our next aim is to relate the coefficient sheaf to a tensor power of the τ -sheaf M(ϕ) attached to the Drinfeld
module ϕ. We observed earlier that ε(M(ϕ)⊗AA/p) on SpecO+ is dual to ϕ[p]. Since ϕ[p](K̄) is totally ramified
at p, the same holds for tensor powers w, except if w is a multiple of op – here ε(M(ϕ)⊗A A/p)⊗w may be zero
above p, while the representation defined by ϕ[p](K̄)⊗w is trivial and hence lisse. Let j : SpecO+ ↪→ CH+ denote
the canonical open immersion. Using Theorem 11.23, for w not a multiple of op we find

jp∗ϕ[p]
⊗(−w) ∼= ε

(
j#(M(ϕ)⊗A A/p)⊗w

)
One can either use that the representation defined by ϕ[p](K̄)⊗w is unramified at the places above∞ if and only
if (q − 1) divides w – the ramification group at those places is k∗ ⊂ A/p∗ ∼= G – or a direct computation on the
side of τ -sheaves to deduce from Corollary 11.21 that

j!(M(ϕ)⊗A A/p)⊗w ↪→ j#(M(ϕ)⊗A A/p)⊗w

is an isomorphism whenever w is not a multiple of (q− 1) and has cokernel
⊕
∞′|∞ 1l∞′,A/p otherwise – the sum

is over all places of H+ above ∞. One can in fact also prove that j!M(ϕ)⊗w ↪→ j#(M(ϕ))⊗w is an isomorphism
for (q−1) 6 |w and has cokernel

⊕
∞′|∞ 1l∞′,A otherwise. Finally we use that ε commutes with all functors defined
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for for crystals, so that to compute H1
et we may first compute H1 for crystals and then apply ε. This yields

C̃(w) ∼= ε
(
H1(CH+/k̄, 1lCH+ ,A)⊗A/p

)
(Spec k̄) for op|w (3)

C̃(w) ∼= ε
((
H1(CH+/k̄, j!M(ϕ)⊗w)/

⊕
∞′|∞1lSpec k̄,A

)
⊗A/p

)
(Spec k̄) for (q − 1)|w, op 6 |w or w = 0 (4)

C̃(w) ∼= ε
(
H1(CH+/k̄, j!M(ϕ)⊗w ⊗A/p

)
(Spec k̄) for (q − 1)6 |w (5)

Note that without the evaluation (Spec k̄) outside ε we would have a sheaf on the right hand side.

In either case, the expression inside ε(. . .) is a τ -sheaf G on Spec k̄ over A/p. By Proposition 7.16 it can be
written as G ∼= Gss⊕Gnil where on the first summand τ is bijective and on the second nilpotent. The underlying
modules in both cases are finitely generated projective over k ⊗k A/p. By the theory of the Lang torsor the
τ -fixed points of the first summand form free A/p vector space of dimension equal to rankk̄⊗A/p Gss; those of the
second summand are clearly zero. Moreover computing ε in the case at hand, cf. (1), is precisely the operation
of taking τ -fixed points – the only relevant étale morphism that there is to Spec k̄ is the identity.

At the same time, the dual characteristic polynomial of
(
H1(CH+ , j!M(ϕ)⊗w ⊗A/p) has degree precisely equal

to rankk̄⊗A/p Gss. By Theorem 10.10 and Remark 10.12 this rank is the degree of LO+(w, T ) mod p. Thus we
have now proved Theorem 11.11 (a). One may wonder about the case op|w and w 6= 0. There are two answers
why this case is covered as well: The formal answer is that the L-functions mod p for w and w′ in −N0 are equal
whenever w ≡ w′ (mod op), and so it suffices to understand the case w = 0. An answer obtained by looking
closer at what is happening goes as follows: The places above p have L-factors congruent module 1 module
p. So it doesn’t matter whether we leave them in or not, i.e. whether we compute via the trace formula with
H1(CH+/k̄, j∗M(ϕ)⊗w ⊗A/p) or with H1(CH+/k̄, jp∗M(ϕ)⊗w|Up

⊗A/p).

To prove (b) and (c) observe that we obtain formulas for C(w) by taking invariants under Gal(k̄/k∞) in the
isomorphisms (3) to (5). The effect on the right hand sides is that we replace the curve CH+/k̄ by CH+/k∞ = CH+

and that for the resulting sheaf we compute global sections over Spec k∞. This amounts to the same as computing
the fixed points under τ of the expressions inside the brackets ε(. . .). Since the τ -fixed points being non-zero is the
same as the assertion that 1 is an eigenvalue of the τ -action, part (b) is now clear. – Note that

⊕
∞′|∞ 1lSpec k̄,A

being a subcrystal of M := H1(CH+/k̄, j!M(ϕ)⊗w) in (4) means that (T − 1)h̃
+
A is a factor of the L-function of

M . Part (c) simply says that the dimension of the eigenspace of the eigenvalue 1 for the τ action is precisely the
dimension of the space of τ -invariants, and the latter is C(w). �
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Chapter 12

Drinfeld modular forms

The aim of this chapter is to give a description of Drinfeld modular forms via the cohomology of certain universal
crystals on moduli spaces of rank 2 Drinfeld modules.

The basic definition of Drinfeld modular forms goes back to Goss, [19, 20]. Many important contributions are
due to Gekeler, e.g. [17]. Moreover in [16] Gekeler obtains foundational results on Drinfeld modular curves. The
work of Gekeler and Goss gives a satisfactory description of Drinfeld modular forms as rigid analytic functions
on the Drinfeld analog of the upper half plane. The important work [45] of Teitelbaum. links this to harmonic
cochains on the Bruhat Tits tree underlying the Drinfeld symmetric space. As shown in [4] the latter provides
the link to a description of modular forms via crystals.

After introducing a moduli problem for Drinfeld modules of arbitrary rank (with a full level structure) in
Section 1, in Section 2 we give equations for a particular example of such a moduli space. The universal Drinfeld
module on it will give rise to a crystal via Anderson’s correspondence between A-modules and A-motives.
Following the classical case, this crystal yields a natural candidate for a cohomological description of Drinfeld
modular forms, cf. Section 3. The cohomological object so obtained plays the role of a motive for the space of
forms of fixed weight and level. It has various realizations: Its analytic realization is directly linked to Teitelbaum’s
description of Drinfeld modular forms via harmonic cochains. In Section 4 we consider its étale realizations. They
allow one to attach Galois representations to Drinfeld Hecke eigenforms as in the classical case. Unlike in the
classical case, the representations are 1-dimensional! The following Section 5 gives some discussion of ramification
properties of the Galois representations so obtained. In Section 6 we indicate in what sense these compatible
systems of 1-dimensional Galois representations associated to a cuspidal Drinfeld Hecke eigenform arise from a
(suitably defined) Hecke character. So far the nature of these characters is still rather mysterious. We conclude
with Section 7 which contains an extended example of the computation of the crystals associated to some low
weight modular forms for Fq[t] and a particular level. It provides exemplary answers to many natural questions
and points to open problems. Due to lack of time and space, we omit many details. We refer the reader to [4].

We recall the following notation: By C = SpecA we denote an irreducible smooth affine curve over k whose
smooth compactification is obtained by adjoining precisely one closed point∞. We define K as the fraction field
of A, K∞ as the completion of K at ∞ and C∞ as the completion of the algebraic closure of K∞. Similarly,
for any place v of K we denote by Kv the completion of K at v and by Ov the ring of integers of Kv and by
kv the residue field of Kv. Often A will simply be k[t]. We fix a non-zero ideal n of A. By A[1/n] we denote the
localization of A at all elements which have poles at most at n. The weight of a form will usually be denoted by
n (or n+ 2), the letter k being taken as the name of the finite base field.
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1 A moduli space for Drinfeld modules

Let S be a scheme over SpecA[1/n]. Let ϕ := (L,ϕ) be a Drinfeld A-module on S of rank r, i.e., the line bundle
L considered as a scheme of k-vector spaces over S is equipped with an endomorphism ϕ : A→ End(L), a 7→ ϕa.
For any a ∈ A, the morphism ϕa L→ L is finite flat of degree #(A/a)r and hence its kernel

ϕ[(a)] := Ker(ϕa : L→ L)

is a finite flat A-module scheme over S. Suppose that all prime factors of the ideal aA are the contained in the
prime factors of n. Working locally on affine charts, it follows that the derivative of ϕa is a unit and thus ϕa(z)
is a separable polynomial. It follows that ϕ[(a)] is étale over S. As a consequence the subscheme

ϕ[n] :=
⋂

a∈nr{0}

ϕ[(a)]

is finite étale over S and of degree equal to #(A/n)r. A level n-structure on ϕ is an isomorphism

ψ : (A/n)r
S

∼=−→ ϕ[n]

of finite étale group schemes over S, where (A/n)r
S

denotes the constant group scheme on S with fiber (A/n)r.

Definition 12.1. Let Mr(n) denote the functor on A[1/n]-schemes X given by

S 7→ {(ϕ,ψ) | ϕ = (L,ϕ) is a rank r Drinfeld A-module on X, ψ is a level n-structure on ϕ}/ ∼=,

i.e., we consider such triples up to isomorphisms.

One has the following important theorem from [12]:

Theorem 12.2 (Drinfeld). Suppose 0 6= n ( A. Then the functorMr(n) is represented by an affine scheme Mr(n)
which is smooth of finite type and relative dimension r − 1 over SpecA[1/n]

Remark 12.3. In [12], Drinfeld also defines levels structures for levels dividing the characteristic of the Drinfeld
module. Using these, he obtains a more general theorem as above: A universal Drinfeld module with level n-
structure exists for A-schemes provided that n has at least two distinct prime divisors. The universal space is
regular of absolute dimension r. Its pullback to SpecA[1/n] is the space Mr(n).

Remark 12.4. Let (Luniv, ϕuniv, ψuniv)) denote the universal object on Mr(n) = SpecRuniv. Then in fact Luniv

is the trivial bundle on SpecRuniv. The reason is that the image under ψuniv of any non-zero element in (A/n)r

is a section of L which is everywhere different from the zero section, i.e., it is a nowhere vanishing global section.

For this reason, we shall in the universal situation always assume that Luniv = OMr(n). Moreover in this affine
situation we shall assume that the universal Drinfeld module is given in standard form, i.e., such that

A→ Runiv[τ ] : a 7→ ϕa = α0(a) + α1(a)τ + . . .+ αr deg(a)τ
r deg(a)

with αr deg a(a) ∈ (Runiv)∗.

Exercise 12.5. Let ϕ be a Drinfeld A-module of rank r in standard form with L = Ga, i.e., a ring homomorphism

A→ R[τ ], a 7→ ϕa = α0(a) + α1(a)τ + . . .+ αr deg(a)τ
r deg(a)

for some A-algebra R. Suppose s ∈ R is an a-torsion point which is non-zero on any component of R, i.e.,

α0(a)s+ α1(a)sq + . . .+ αr deg(a)s
qr deg(a)

= 0. Show that a 7→ sϕas
−1 defines an isomorphic Drinfeld A-module

such that 1 is an a-torsion point.
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2 An explicit example

To make the above example more explicit, we consider the following special case: Let A = k[t] and n = (t). Then
any Drinfeld A-module of rank r over an affine basis SpecR in standard form is described by the image of t ∈ A
in R[τ ]. This image is a polynomial of degree r which we denote by

α0 + αaτ + . . .+ αrτ
r

with αr, α0 ∈ R∗. The t-torsion points of ϕ are the solutions of ϕt = 0. Suppose we have a basis of t-torsion
points s1, . . . , sr defined over SpecR. We trivialize the bundle L via the section s1. This means that we have

s1 = 1 on L(SpecR)
via s1∼= Ga(SpecR) = (R,+).

The set of all t-torsion points is thus the set
∑r
i=1 siαi where the αi range over all elements of k. Since these

points are precisely the roots of ϕt, we find

ϕt(z) = c ·
∏
α∈kr

(
z −

r∑
i=1

siαi

)
. (1)

Recall the following result from [23, 1.3.7]

Proposition 12.6 (Moore determinant). Suppose w1, . . . , wr lie in an Fq-algebra. Then∣∣∣∣∣∣∣∣∣∣
w1 wq1 wq

2

1 . . . wq
r−1

1

w2 w2
q w2

q2 . . . w2
qr−1

...
...

...
. . .

...

wr wr
q wr

q2 . . . wr
qr−1

∣∣∣∣∣∣∣∣∣∣
=

r∏
i=1

∏
(`i−1,...,k`1)∈ki−1

(
wi + `i−1wi−1 + . . .+ `1w1

)
.

By the theory of the Moore determinant, we obtain

ϕt(z) = c ·

∣∣∣∣∣∣∣∣∣∣∣∣

z zq zq
2

. . . zq
r

sr sr
q sr

q2 . . . sr
qr

...
...

...
. . .

...

s2 s2
q s2

q2 . . . s2
qr

1 1 1 . . . 1

∣∣∣∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣∣∣

sr sr
q . . . sr

qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣ . (2)

Since the constant term of ϕt, i.e., the coefficient of z, is θ, the image of t under A[1/t]→ R, we can solve for c
by computing the coefficient of z on the right hand side. It yields

θ = c ·

∣∣∣∣∣∣∣∣∣
sr
q sr

q2 . . . sr
qr

...
...

. . .
...

s2
q s2

q2 . . . s2
qr

1 1 . . . 1

∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣∣∣

sr sr
q . . . sr

qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣ = c ·

∣∣∣∣∣∣∣∣∣
sr sr

q . . . sr
qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣

q−1

Proposition 12.7. Let R = k

[
θ±1, s2, . . . , sr,

∣∣∣∣∣∣∣∣∣
sr sr

q . . . sr
qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣

−1 ]
for indeterminates θ, s2, . . . , sr and let

ϕ : k[t] → R be the rank r Drinfeld module where ϕt is defined by (2). Then Mr(t) ∼= SpecR and the universal
triple is (ϕ,Ga,R, ψ) where ψ : (k[t]/(t))r → ϕ[t] is defined by mapping the i-th basis vector on the left to si with
the convention that s1 = 1.
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Proof. Let (L′, ϕ′, ψ′) be a Drinfeld module with a full level t-structure on a scheme S = SpecR′. Assume
first that S is affine. As in the above case we may take the section ψ′(1, 0, . . . , 0) of L to trivialize it. By the
construction of R, there is a homomorphism from R→ R′ over Fq[θ±1]-algebras sending si to the torsion point
s′i := ψ′(0, . . . , 1︸︷︷︸

i

, 0, . . .). The s′i determine, in the same way as the si the function ϕ′t. Hence (L′, ϕ′, ψ′) is the

pullback of (L,ϕ, ψ) under the morphism SpecR′ → SpecR. Moreover the morphism R→ R′ with this property
is unique: The element s′1 determines the a unique isomorphism L→ Ga. With respect to the coordinates of Ga
given by s′1 = 1, the sections s2, . . . , sr are uniquely determined from (L′, ϕ′, ψ′) and hence R→ R′ is unique.

Now, let S be arbitrary. Fix an affine cover {SpecRi}i. By the preceding paragraph we have unique morphisms
SpecRi → SpecR. However by the uniqueness it also follows that on any affine subscheme of SpecRi ∩ SpecRj ,
the two restriction to this subscheme agree. This in turn means the the local morphisms patch to a morphism
S → SpecR under which (L′, ϕ′, ψ′) is the pullback of (L,ϕ, ψ). The uniqueness is true locally, hence also
globally. This completes the proof of the representability of the functor Mr(n). �

Remark 12.8. Geometrically SpecR can be described as follows: It is the affine space Ar−1
Spec k[θ±1] with all the

#kr−1 hyperplanes with coordinates in k removed. To see this, observe that s1 = 1 and that by applying the
Moore determinant, one has∣∣∣∣∣∣∣∣∣

sr sr
q . . . sr

qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣ =

r∏
i=1

∏
(`i−1,...,`1)∈ki−1

(
si + `i−1si−1 + . . .+ `1s1

)
.

Proposition 12.9. We keep the notation of Proposition 12.7. The t-motive on SpecR corresponding to the uni-
versal Drinfeld module is isomorphic to the pair

F :=

(
R[t]r, τ =


0 0 . . . 0 t−θ

αr
1 0 . . . 0 −α1

αr
0 1 . . . 0 −α2

αr
...

...
. . .

...

0 0 . . . 1 −αr−1

αr

 (σR × idt)

)

where αi = θ ·

∣∣∣∣∣∣∣∣∣
sr . . . sr

qi−1

sr
qi+1

. . . sr
qr

...
. . .

...
...

. . .
...

s2 . . . s2
qi−1

s2
qi+1

. . . s2
qr

1 . . . 1 1 . . . 1

∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣∣∣

sr sr
q . . . sr

qr−1

...
...

. . .
...

s2 s2
q . . . s2

qr−1

1 1 . . . 1

∣∣∣∣∣∣∣∣∣

q

for i = 0, . . . , r.

Proof. The shape of τ is determined as in Exercise 3.10. The formulas for the coefficients result easily from (2)
by first eliminating c and then expanding the determinant. in the numerator of (2) according to the first row. �

Let us, for some computations below, describe the case n = 2 in greater detail. For simplicity, we write s := s1.
In this case

R = k[θ±1, s, (sq − s)−1], F =

(
R[t]2, τ =

(
0 (t/θ − 1)(s− sq)q−1

1 (s− sq2)(s− sq)−1

)
(σR × idt)

)
Substituting u := sq − s and observing that s− sq2 = u+ uq, we obtain

Ru := k[θ±1, u±1], F =

(
Ru[t]2, τ =

(
0 (t/θ − 1)uq−1

1 1 + uq−1

)
(σRu × idt)

)
(3)

The introduction of u corresponds to a cover SpecRs → SpecRu of degree q. The space SpecRu is a moduli

space for Drinfeld modules with a level Γ1(t)-structure, where Γ1(t) is the set of matrices
(
a b
c d

)
∈ GL2(k[t])

63



such that a, d ≡ 1 (mod t) and c ≡ 0 (mod t). Note that the moduli correspond to a choice of two t-torsion
points 1, u where u is only determined up to adding a multiple of 1. (Due to our choice of coordinates for the
line bundle underlying the rank 2 Drinfeld module, the first torsion point is 1).

In the sequel, the symmetric powers Symn F and their extension by zero to a compactification of Mr(n) will play
an important role. We make this explicit in the setting of (3): Here a smooth compactification of SpecRu = A1

k[θ±1]

is P1
k[θ±1]. One simply has to extend F to 0 and ∞. (Taking symmetric powers is compatible with this extension

process.)

At u = 0, the matrix
(

0 (t/θ−1)uq−1

1 1+uq−1

)
specializes to

(
0 0
1 1

)
, i.e., the extension is defined but not zero. At

u =∞ specializing the matrix leads to poles. To analyze the situation, we introduce v = 1/u, so that the matrix

describing τ becomes
(

0 (t/θ−1)v1−q

1 1+v1−q

)
. Next we multiply the standard basis e1, e2 of Ru[t]2 by v. Then the

action of τ for this new basis is given by

v−1

(
0 (t/θ − 1)v1−q

1 1 + v1−q

)
(σRu × idt)v = v−1

(
0 (t/θ − 1)vq−1

1 1 + vq−1

)
vq =

(
0 (t/θ − 1)

v1−q v1−q + 1

)
.

The following result summarizes the above discussion

Proposition 12.10. Consider Ru = k[θ±1, u±1] as an algebra over A[1/θ] = k[θ±1].

(a) The moduli space of rank 2 Drinfeld modules with level Γ1(t)-structure is isomorphic to SpecR as a scheme
over SpecA[1/θ].

(b) A relative smooth compactification of SpecR is the projective line P1
A[1/θ].

(c) The A-motive of attached to the universal Drinfeld A-module over SpecR is given by

F =

(
Ru[t]2, τ =

(
0 (t/θ − 1)uq−1

1 1 + uq−1

)
(σRu × idt)

)
(d)

j#F :=
(
O⊕2

P1
k[θ±1]

(−1 · [∞]), τ
)

and j!F :=
(
O⊕2

P1
k[θ±1]

(−2 · [∞]− 1 · [0]), τ
)

are a coherent extension of F to P1
A[1/θ] and an extension by zero, respectively. Moreover one has a canonical

monomorphism j!F ↪→ j#F whose cokernel is a skyscraper sheaf supported on {0,∞}.

To compute the cohomology of j!F it suffices to compute that of j#F , since the discrepancy is easy to describe
by the cokernel of j!F ↪→ j#F . This simplifies the computation of the cohomology of the crystal j! Symn F
significantly, since the coherent cohomology under P1

k[θ±1] → Spec k[θ±1] (with the induced τ) is much easier to

carry out for Symn j#F than for Symn j!F = j! Symn F .

3 Drinfeld modular forms via cohomology

Let us now return to the general situation over Mr(n). Assume that r = 2. For r > 2, the material below has not
been carried out. Only recently Pink has constructed compactifications of the moduli spaces Mr(n) with good
properties, cf. [40] (and also [41]).

Let
f : Mr(n)→ SpecA[1/n] (4)

denote the structure morphism and define

Sn(n) := R1f! Symn(j!F).

(For i 6= 1 one has Rif! Symn(j!F) = 0.) Here are some basic facts on Sn(n):

64



(a) By general theory, since F is flat as a crystal, we deduce that Sn(n) is flat as an A-crystal. This implies
that on an open subscheme of A[1/n] it has a free representative. However one has better representability
results:

(b) Since F is of pullback type (it is a τ -sheaf on an affine scheme), Rif! Symn(j!F) = 0 is of pullback type.
From this one can deduce that it has a free representative as a τ -sheaf. This representative does have,
however, the disadvantage that the action of τ may be highly nilpotent.

(c) Using Gardeyn’s theory of maximal extensions, one can also construct a representing τ -sheaf whose un-
derlying sheaf is locally free and on which τ lin is injective. We denote it by Sn(n)max.

Our first aim is to give an interpretation for the analytic realization of Sn(n). For this fix a homomorphism
k[t]→ A such that Im(t) ∈ Ar k. Denote by K∞{t} the entire power series over K∞. Define

San
n (n) := (Sn(n)/K∞)⊗K∞[t] K∞{t} and MB

n (n) := (San
n (n))τ

where by (Sn(n)/K∞) we mean the base change of Sn(n) under SpecK∞ → SpecA(1/n). In the simplest case
A = k[t], the pair defining San

n (n) is a free sheaf on the rigid analytic A1 and τ defines a semilinear endomorphism
on it of which one could think of as a system of differential equations. Then MB

n (n) is the solution set of this
system. It is not hard to see that MB

n (n) is independent of the chosen representative of the crystal Sn(n). From
this it is not hard to see that it is free over A of rank at most the rank of Sn(n)max.

Denote by Sn(Γ(n)) the space of Drinfeld modular forms of full level n and by Fn the ray class group of F with
conductor n. One of the central results of [4] is the following:

Theorem 12.11. There is a Hecke-equivariant isomorphism(
MB
n (n)

)∨ ⊗A C∞
∼=−→ Sn(Γ(n))Gal(Fn/F ).

In the above theorem the cardinality of Gal(Fn/F ) describes the number of connected components ofM2(n) over
the algebraically closure of K. In an adelic description of Drinfeld modular forms no such exponent is necessary.

We recall for the convenience of the reader the definition of the Hecke action on the crystal Sn(n). (This induces
the action on MB

n (n).) The action on Sn(Γ(n))Gal(Fn/F ) can be similarly defined. In the case where A does
not have class number one, this definition should only be given adelically. Since we have not developed the
corresponding language, we will not give the definition and simply refer to [4]. To define the Hecke action, let
for any prime p not dividing n denote by M2(n, p) the moduli scheme for quadruples (L,ϕ, ψ,C) where (L,ϕ, ψ)
is a Drinfeld A-module of rank r with full level n-structure and C is a cyclic p-torsion subscheme of L. (in the
sense of Drinfeld if p is the characteristic of the base scheme). Consider

M2(n) M2(n, p)
π1

oo π2 //M2(n)

with π1((L,ϕ, ψ,C)) = (L,ϕ, ψ) and π2((L,ϕ, ψ,C)) = (L/C,ϕ/C, ψ/C). Denote by G the τ -sheaf Symn F and
by Gp the n-th symmetric power of the A-motive on M2(n, p) associated to its tautological Drinfeld module. By
the universal property of M2(n) it follows that there are canonical isomorphisms

π∗! G ∼= Go ∼= π∗1G. (5)

Adjunction yields a natural homomorphism
G → π1∗π

∗
1G. (6)

Since π2 is finite flat of degree deg p + 1 there also is a trace homomorphism

Tr: π2∗π
∗
2G → G. (7)

The above isomorphisms and homomorphisms extend to M2(n) for j!G and j : M2(n) ↪→M2(n) a compactification
over SpecA(1/n). In analogy to (4), we denote the structure homomorphism M2(n, p) by fp. Then the following
chain of homomorphisms then defines the Hecke-operator Tp:

R1f!G
(6)−→ R1f!π1∗π

∗
1G

can. isom−→ R1fp!π
∗
1G

(5)−→ R1fp!π
∗
2G

can. isom−→ R1f!π2∗π
∗
2G

(7)−→ R1f!G
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This is the standard way to make a correspondence act on a cohomology. It is also applies to the definition of
Drinfeld modular forms as global sections of a suitable line bundle (which depends on the weight) and agrees
there with other common definitions of the Hecke operator Tp.

Sketch of proof of Theorem 12.11. The proof given in [4] has its basic structure modeled at the classical proof
by Shimura. Some details seem to be quite different however. Here we shall only give a rough sketch of the
individual steps of the proof:

(a) By a theorem of Teitelbaum, the right hand side of the isomorphism in Theorem 12.11 is isomorphic
to the space of harmonic cochains on the Bruhat-Tits tree for PGL2 Char(Γ(n),Mn(C∞)). These are
Γ(n)-equivariant function on the edges of this tree into a certain C∞[Γ(n)]-module Mn(F∞). In fact, the
Γ(n)-module can be naturally obtained by coefficient change from a F (Γ(n))-module Mn(F ) defined already
over F . Bet even more is true: One can define a local system Mn(A) of free A-modules on the edges of the
tree that naturally carries a Γ(n)-action, such that this local system is an A-structure from the local system
given by Mn(F ). Concretely, for every edge of the tree, the local system Mn(A) is given by a projective A-
submodule of Mn(F ) of rank equal to dimF Mn(F ) and such that under the action of Γ(n) on the tree there
is a corresponding compatible action on these A-submodules of Mn(F ). An Mn(A)-valued Γ(n)-invariant
harmonic cochain is now a map which to any edge of the tree assigns a value in the A-module defined for this
edge and such that the values are Γ(n)-equivariant. Thus we have Sn(Γ(n)) ∼= Char(Γ(n),Mn(A))⊗A C∞.
It this suffices to prove that there is a natural Hecke-equivariant isomorphism(

MB
n (n)

)∨ ∼=−→ Char(Γ(n),Mn(A))Gal(Fn/F ).

(b) Let us now consider the right hand side MB
n (n). It was obtained by base change of the crystal Sn(n) to

K∞, passing to analytic coefficients and then taking τ -invariants. Now parallel to the algebraic theory of
A-crystals over an algebraic base including the functors defined there, one can develop a theory of crystals
over rigid analytic spaces and with analytic coefficients. Moreover one can define a natural rigidification
functor from the algebraic to the rigid analytic setting which is compatible with all functors. This allows
one to recover Sn(n)/F∞ ⊗F∞[t] F∞{t} as follows: Denote by M2(n)an

/F∞
the rigidification of the scheme

M2(n) after base change from A[1/n] to F∞. This rigid analytic space is (after finite extensions of the
base, e.g. from F∞ to Fn,∞, isomorphic to Γ(n)\ΩGal(Fn/F ) where Ω is the Drinfeld symmetric space of
dimension one over F∞. In particular this rigid analytic curve has a module interpretation. Let Symn Fan

denote the rigid τ -sheaf on Γ(n)\Ω with F∞{t}-coefficients associated to Symn F . The sheaf Fan can also
be obtained purely from the universal analytic Drinfeld-module over Γ(n)\Ω. Extension by zero leads to
an extension by zero in the rigid setting where however it is important that one rigidified an algebraic
compactification. Let us denote by H1

an,c the cohomology with compact support on this rigid analytic site
of τ -sheaves (or crystals). Then there is a natural isomorphism

MB(n) ∼= H1
an,c(M2(n)

an

/F∞
, j! Symn Fan)τ .

Thus it now suffices to construct a natural isomorphism(
H1

an,c(Γ(n)\ Ω∗, j! Symn Fan)τ
)∨ ∼=−→ Char(Γ(n),Mn(A)) (8)

where Ω∗ = Ω ∪ P1(F ) (”suitably topologized”) and where the base of Ω on the left is sufficiently large
and lies between F and C∞. Moreover one needs to prove the Hecke-compatibility of this isomorphism if
extended in a natural way to its # Gal(Fn/F )-fold sum.

(c) To prove the isomorphism (8), one compute the left hand side using an explicit Čech cover of Γ(n)\Ω∗:
The cover is obtained as follows: There is a well-known reduction map Ω→ T where T is the Bruhat-Tits
tree for PGL2(F∞). The cover is equivariant with respect to an action of Γ(n), and there is an induced
reduction map

Γ(n)\Ω→ Γ(n)\T .
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There is a finite number of orbits of vertices Γ(n)vi, i = 1, . . . , n, as well as of edges Γ(n)ej , j ∈ {1, . . . ,m},
in Γ\T on which the action of Γ(n) is free. If these orbits are removed the remaining graph becomes a
disjoint union of subgraphs c` which contain no loops and are in a 1-1 correspondence with the cusps of
(Γ(n)\ Ω. The preimage of a closed ε-neighborhood of any Γ(n)vi is an affinoid subset Ui ⊂ Γ(n)\Ω, a
disc minus q open subdiscs. The preimage of a closed ε-neighborhood of any c` after adding one puncture
is an affinoid subset W` ⊂ Γ(n)\Ω∗ of the cusp. The preimage of any edge orbit Γ(n)ej minus closed
ε/2-neighborhoods at each end is an annulus Vj ⊂ Γ(n)\Ω. Using the uniformizability of the universal
Drinfeld module over the Ui and the Vj and the fact that Symn Fan is extended by zero to the cusps one
finds

H0
an,c(Vj , j! Symn Fan)τ ∼= Mn(A)∨|ej , H0

an,c(W`, j! Symn Fan)τ = 0

and if ej′ is any edge neighboring vi, then H0
an,c(Uj , j! Symn Fan)τ ∼= Mn(A)∨|ej′ . The Čech complex is

particularly simple, since any triple intersections of distinct sets of the covering are empty and any non-
empty double intersections are given by a small annulus on some Vj where the double intersection is
by intersecting Vj and some adjacent Ui. By explicit inspection, one can show that the Čech complex is
dual to the stable complex given by Teitelbaum to compute harmonic cochains. This yields the asserted
isomorphism (8).

(d) Finally one verifies the Hecke-equivariance by comparing explicit formulas for Hecke operators on the Čech
cover and on harmonic cochains.

�

4 Galois representations associated to Drinfeld modular forms

One can also study the étale realizations of the crystal Sn(n). For this we fix a maximal ideal p of the coefficient
ring A. The functor ε yields the following inverse system of étale sheaves{

ε
(
Sn(n)⊗A A/pm

)}
m∈N

on SpecA(n). The resulting inverse limit is an étale Ap-sheaf Sn(n)et,p over SpecA[1/n]. We shall discuss later
that it can be ramified at a finite number of places of SpecA[1/n]. However we have the following result:

Theorem 12.12. The étale sheaf ε
(
Sn(n)⊗A[1/n]⊗A (F ⊗A/pm)

)
has rank sn(n) := dimSn(n) ·# Gal(Fn/F ).

Sketch of proof: Recall that the functor from crystals to étale sheaves is compatible with all functors. Thus the
sheaf given in the theorem is isomorphic to

H1
et,c(M2(n)/F,Symn F ⊗A A/pm) ∼= H1

et,c(M2(n)/F,Symn ϕ[pm]∨)

where ϕ is the universal Drinfeld module on M2(n)/F . By a result of Gekeler, [16], the modular curve M2(n)/F
is ordinary for any n. By a result of Pink, [39], there is Grothendieck-Ogg-Shafarevich type formula for the
Fp-dimension of the cohomology of étale Fp-sheaves on curves, provided the curve has an ordinary cover over
which the monodromy of the étale sheaf is unipotent. In the case at hand, by Gekeler’s result we can take the
cover M2(npm). The formula of Pink shows

dimFp ε
(
Sn(n)⊗A[1/n]⊗A (F ⊗A/pm)

)
= dimFp A/Fmp sn(n)

for any m. From this the theorem easily follows – the proof is essentially the same as the proof that the n-torsion
of a Drinfeld module away from the characteristic is equal to A/nr. �

It follows that Sn(n)et,p/F defines a continuous homomorphism

ρA,n : Gal(F sep/F ) −→ GLsn(n)(Ap).
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Moreover Sn(n)et,p carries the Hecke action induced from Sn(n).

In [4] the following result is proved:

Theorem 12.13. For any prime q different from n and p, the actions of Tq and of Frobq are the same on the
reduction of Sn(n)et,p from SpecA[1/p] to SpecA/q agree.

Since the Hecke-operators commute among each other and since the Frobq where q runs through all maximal
ideal prime ideals of SpecA[1/np] are dense in Gal(F sep/F ) we deduce:

Corollary 12.14. The image of ρA,n is abelian.

The crystal Sn(n) has given rise to two realizations, an analytic one and for each maximal ideal of A an étale
one:

(Sn(n)an
/K∞

)τ Sn(n)oo_ _ _ //___ Sn(n)et,p

In each case, the realizations inherited a Hecke action. As examples show, cf. [33], the Hecke action may not
be semisimple. So we pass in both cases to the semisimplification and decompose Sn(n) into Hecke eigenspaces
(if necessary after inverting some elements in the coefficient ring A.). This yields a correspondence between
Hecke-eigensystems of Drinfeld modular forms and simple abelian Galois representations. Before we give the
precise statement from [4], we recall the following classical theorem due to Goss:

Theorem 12.15 (Goss). Let f be a Hecke eigenform of weight n and level n with Hecke eigenvalues ap(f) for all
p not dividing n. Then all ap(f) are integral over A and the field Ff := F (ap(f) | p ∈ SpecA[1/n]) is a finite
extension of F . Denote by Of the ring of integers of Ff .

Theorem 12.16 (B.). Let f be as above and suppose f is cuspidal. Then there exists a system of Galois repre-
sentations

ρf,P : Gal(F sep/F )→ GL1(ÔP)P∈Max(Of )

uniquely characterized by the condition that for each fixed P, one has for almost all q prime to Pn the equation

ρf,P(Frobq) = aq(f),

so that the right hand side is independent of the prime P.

Remark 12.17. (a) It is not clear whether there is a theory of old new forms for Drinfeld modular forms. So
one cannot proceed as in the classical case.

(b) There are various counterexamples to a strong multiplicity one theorem, by Gekeler and Gekeler-Reversat,
e.g. [18, Ex. 9.7.4] for an example in weight 2.

(c) As far as we know there are no counterexamples to multiplicity one for Sn(Γ0(p)) for fixed n and a prime
p of SpecA.

(d) Despite the results of the following section, the ramification locus of the system (ρf,P)P∈Max(Of ) is rather
mysterious.

5 Ramification or Galois representations associated to Drinfeld modular

forms

Theorem 12.18. Let Sn(n)max be the maximal extension in the sense of Gardeyn representing the same-named
crystal. Define D as the support of the cokernel of the injective homomorphism τ lin : (σ × id)∗Sn(n)max →
Sn(n)max. Then from a result of Katz, [30] one easily deduces the following.
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Let f be a Drinfeld modular form of level n and weight n. Let P be a maximal ideal of Of and p its contraction
to A. Then ρf,P is unramified at all primes q of A such that (q, p) is not in D. Moreover for such q one has

det(1− Tρf,P(Frobq)) = 1− Taq(f),

det(1− TρA,n(Frobq)) = det(1− TT ss
q |Sn(n)),

where T ss
q is the semisimplification of Tq acting on the analytic space of modular forms Sn(n) of weight n and

level n.

Remark 12.19. After replacing the coefficient ring A by a larger ring A′ which is a localization of A at a
suitable element, one can in fact decompose Sn(n) into components corresponding to generalized eigenforms
under the Hecke action. By enlarging A′ to a ring A′′, one may furthermore assume that A′′ contains all the
Hecke eigenvalues of all eigenforms. Then over A′′, to any eigenform f one has a corresponding subcrystal of
Sf of Sn(n) ⊗A A′′. Katz’ criterion then applies to the Gardeyn maximal model of Sf . This gives, in theory, a
precise description of the ramification locus of ρf,P – provided that P is in Max(A′′) –, given by a divisor Df

on SpecA × SpecA′′. The definition of D in the previous theorem is coarser. It gives a bound on ramification
for all eigenforms f simultaneously.

While Galois representations ρf,P for eigenforms f of level n tend to be ramified at the places above n, it is
not clear to me how the additional places of ramification are linked to P. In an abstract sense, the answer is
that this link is given by D – or, more precisely, by Df . Concretely, we do not know how to determine Df from
f or D from n and n. Below some explicit examples are given. One clue to the ramification locus is given by
Theorems 12.21 and 12.22 given below. They describe a link between places of bad reduction of modular curves
and the ramification of modular forms. The following result might serve as a motivation:

Let K be a local field of characteristic p with ring of integers O and residue field k. Let A/O be an abelian
scheme with generic fiber A/K of dimension g and special fiber A/k. The pn-torsion subscheme of A (or A) is
denoted by A[pn] (or A[pn], respectively,) and for any field L ⊃ K, we write A[pn](L) for the group of L-valued
points of A[pn]. Consider the p-adic Tate module

TatepA := lim←−
n

A[pn](Ksep)

of A. The module underlying TatepA is free over Zp. One defines the p-rank of A as rankpA := rankZp TatepA.
It satisfies 0 ≤ rankpA ≤ g. The action of GK := Gal(Ksep/K) on TatepA is Zp-linear and thus with respect to
some Zp-basis yields a Galois representation

ρA,p : GK −→ AutZp(TatepA) ∼= GLrankp A(Zp).

By Hensel’s Lemma any pn-torsion point of A/k will lift to a unique pn-torsion point of A/K. Thus

rankpA/k ≤ rankpA,

i.e., the p-rank can only decrease under reduction. The following result from [6] links the ramification of ρA.p to
the p-rank:

Theorem 12.20. The p-rank is invariant under reduction if and only if the action of GK on TatepA is unramified.

Let us, after this short interlude come back to the ramification of Drinfeld modular forms: Let f is a doubly
cuspidal Drinfeld Hecke eigenform of weight 2 and level n. Let Jn,f denote the maximal abelian quotient of the
Jacobian of the Drinfeld modular curve for level n such that the semisimplification of the Hecke action on the
p-torsionJn,f [p] has the same Hecke eigenvalues as f . Then the following theorem is shown in [6]:

Theorem 12.21. Suppose f is a doubly cuspidal Drinfeld Hecke eigenform of weight 2 and level n. Then for a
prime q not dividing n, the following are equivalent:
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(a) For any (or for all) P ∈Max(Of ) the representation ρf,P is ramified at q.

(b) The Hecke-eigenvalue aq(f) of f at q is zero.

(c) The abelian variety Jn,f has supersingular reduction modulo q.

Note that in the case of weight 2, there is a representation ρf from GK into GL1 over a finite field F contained
in O such that ρf,P = ρf ⊗FOP for all P ∈Max(Of ). Hence the set of primes ramified outside n is independent
of the choice of P.

Suppose now that f has weight larger than two. and consider a representation ρf,P for P ∈ Max(Of ) over
p ∈ Max(A). As ρf,P is associated to a Hecke character, see 12.25, and because it is known that such have
square free levels, it follows that ρf,P is ramified at q if and only if its reduction mod P is so. As in the case of
classical modular forms the reduction mod P is congruent to the representation of a form of weight 2 and level
np. To the latter one can apply the previous result. This yields:

Theorem 12.22. Suppose f is a doubly cuspidal Drinfeld Hecke eigenform of weight n ≥ 3 and level n. Let P be
in Max(Of ) with contraction p ∈Max(A). Then for a prime q not dividing nq, the following are equivalent:

(a) The representation ρf,P is ramified at q.

(b) The representation ρf,P (mod P) is ramified at q.

(c) The Hecke-eigenvalue aq(f) of f at q is zero modulo P.

(d) The abelian variety Jnp,f has supersingular reduction modulo q.

Note that in known examples, e.g. [6], the places of ramification of ρf,P which are prime to the level n do typically
depend on P unlike in the case of weight 2.

Question 12.23. For classical modular forms it is simple to list all the primes which are ramified for the associated
Galois representations. By the theory of new forms these primes are those dividing the minimal level associated to
the modular form together with the place p (or the places above p) if one considers p-adic Galois representations.

Because of this simplicity one wonders if there is also a simple recipe in the case of Drinfeld modular forms.
The numerical data seems too little to make any predictions. This deserves to be studied more systematically.
Because of Theorem 12.21 this question is directly linked to the reduction behavior of Drinfeld modular curves
(at primes of good reduction!) and their associated Jacobians.

6 Drinfeld modular forms and Hecke characters

In [7] we introduce a notion of Hecke character that was more general than previous definitions due to Gross
[25] and others. Our motivation was a question of Serre and independently Goss which asked whether Drinfeld
modular forms are linked to Hecke characters. In [6] this question was answered in the affirmative. We will briefly
indicate this result.

Definition 12.24. Let F be a global function field over Fp. A homomorphism

χ : A∗F −→ Fp(t)
∗
,

where A∗F denotes the ideles of F and Fp(t) is discretely topologized, is a Hecke character (of type Σ) if

(a) χ is continuous (i.e., trivial on a compact open subgroup of A∗F ) and

(b) there exists a finite subset Σ = {σ1, . . . , σr} of field homomorphisms σi : F ↪→ Fp(t) and ni ∈ Z for
i = 1, . . . , r, such that

χ(α, α, . . . , α) = σ1(α)n1 · . . . · σr(α)nr .
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Note that for any compact open subgroup U ⊂ A∗F the coset space F ∗\A∗F /U admits a surjective degree map to
Z whose kernel is finite and may be interpreted as a class group. It is an easy consequence of the above definition,
noted first by Goss [21], that Hecke characters as above have square free conductors.

The main result on Hecke characters and modular forms is the following.

Theorem 12.25. For any cuspidal Drinfeld Hecke eigenform f with eigenvalues (ap(f))p∈Max(A) there exists a
unique Hecke character

χf : A∗F −→ K∗f

such that
ap(f) = χf (1, . . . , 1, $p︸︷︷︸

at p

, 1, . . . , 1) for almost all p ∈Max(Of ).

Unfortunately, the set Σf in Definition 12.24 for the Hecke character χf remains completely mysterious. The
proof of the theorem sheds no light on it. What is however not so hard to see is that the ramification divisor Df

introduced in 12.19 is equal to
⋃
σ∈Σf

Graph(σ) where the σ ∈ Σf are viewed as morphisms of algebraic curves.

Example 12.26. The following Hecke characters are taken from [6]. The are associated to Drinfeld modular forms.

Let F = Fq(θ), let n be in {2, . . . , p} and consider σ : Fq(θ) −→ Fq(t) : θ 7→ (1− k)t. . Define

U :=
(
1 + θFq[θ]

)
×
∏
ν6 |0,∞

O∗v × Fq
((1

θ

))∗
.

Then the natural homomorphism

Fq(θ)∗
'−→ A∗F /U

is an isomorphism. Hence there exists a unique Hecke character

χn : A∗F → Fp(t)
∗

such that χn is trivial on U and such that it agrees with σ on Fq(θ).

Remark 12.27. The Hecke character χf provides a compact way of storing essential information about the
cuspidal Drinfeld Hecke eigenform f . To explain this, suppose that A = Fq[t], that the weight of f is n and that
we have computed its Hecke eigenvalues ap(t) for many primes p not dividing n. The conductor of χf consists
of those primes p6 | n for which Tp acts as zero and some primes dividing n. Having computed many eigenvalues,
we may thus hope to know the prime to n-part of the conductor of χf and thus a lower bound for the conductor
mf ⊂ A of χf by which we mean the largest square-free ideal such that χf is trivial on the group Uf of all
ideles congruent to 1 modulo mf . Suppose furthermore that we know the coefficient field Kf of f . For theoretical
reasons the character χf is trivial on F ∗∞ (the image of the decomposition group at ∞ of any ρf,P is trivial).

If the weight n is 2, then χf is of finite order and in particular Σ is empty. Knowing a bound on mf and that
χf is trivial on F ∗∞, by computing sufficiently many Hecke eigenvalues, we can completely determine χf as a
function on F ∗\A∗F /UfF ∗∞.

If the weight n is larger than 2, it is necessary to find the embeddings σi : Fq(θ) → Kf , i = 1, . . . , r and their
exponents ni. Denote by bi ∈ Kf the image of θ under σi. If g is any element of A = Fq[θ] which is congruent to 1
modulo mf , then Tg acts on f as

∏
i g(bi)

ni . At the same time, if (f) =
∏

p p
mp for exponents mp = ordp(g) ∈ N0,

then we have the equation ∏
p

(ap(f))mp =
∏
i

g(bi)
ni .

The number r, the exponents ni and the bi can be determined by the following algorithm: Let n run through the
positive integers, let (ni) run through all (unordered) partitions of n. For each partition determine the solution
set of ∏

p

(ap(f))mp =
∏
i

g(xi)
ni .
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while g runs through many polynomials congruent to 1 modulo mf . The algorithm terminates if a solution is
found. The algorithm will terminate because of the above theorem. If it terminates and if sufficiently many g
have been tested, the solution can assumed to be correct. In all explicitly known case one has r = 1 and n1 = 1
– but this may be due to the fact that not so many examples are known.

7 An extended example

In this section we will carry out the explicit computation of the cohomology of certain crystals associated to
Drinfeld cusp forms of low weight and level Γ1(t). We consider Ru = k[θ±1, u±1] as an algebra over A[1/θ] =
k[θ±1] as in Proposition 12.10 and let f be the morphism of the corresponding schemes. Let furthermore f̄ :
P1
A[1/θ] → SpecA[1/θ] be its relative compactification. We consider the τ -sheaf

F =

(
Ru[t]2, τ =

(
0 (t/θ − 1)uq−1

1 1 + uq−1

)
(σRu × idt)

)
and wish to compute R1f̄∗ of

Symn j#F := Symn
(
O⊕2

P1
A[1/θ]

(−1 · [∞]), τ
)

as a crystal. Abbreviating b := (t/θ − 1)uq−1 and c := 1 + uq−1, the endomorphism Symn τ on SymnRu[t]2 =
Ru[t]n+1 is given by

αn(σ × id) where αn :=



bn

···
···

b3 · · · b3cn−3
(
n
3

)
b2 b2c

(
3
2

)
· · · b2cn−2

(
n
2

)
b bc

(
2
1

)
bc2
(

3
1

)
· · · bcn−1

(
n
1

)
1 c c2 c3 · · · cn


The corresponding basis of R[u]n+1 we denote by ej , j = 0, . . . , n.

Next recall that we can compute the cohomology of a coherent sheaf G on P1
S (over any affine base S) as follows:

Let AS ⊂ P1
S be the standard affine line contained in P1. Let O∞,S be the affine coordinate ring of the completion

of P!
S along the section ∞× S at ∞ and let K∞,S be the ring obtained from O∞,S by inverting the section at

∞ . Then one has the short exact sequence

0 −→ H0(P1
S ,G) −→ H0(A1

S ,G)⊕ G|O∞,S −→ G|K∞,S −→ H0(P1
S ,G) −→ 0.

The sequence is obtained as the direct limit over U over the sequences for the computation of Čech cohomology
where P1 is covered A1 and a second affine set U containing ∞ × S. We apply this to the base SpecA with
A = k[θ±1, t] and the sheaf Symn F . Disregarding τ we obtain the short exact sequence

0 −→ A[u]n+1 ⊕
( 1

u

)n
n
[[ 1

u

]]
⊗k An+1 −→ k

(( 1

u

))
⊗k An+1 −→ Cokern −→ 0.

This show that Cokern = H1(P1,Symn j#F) is a free A-module with basis {u−iej | i = 1, . . . , n−1; j = 0, . . . , n}.
Let us write the elements of the cokernel as

u−1v1 + . . .+ u1−nvn−1

where the vj are column vectors over A of length n + 1. (We can write them in the basis e0, . . . , en.) Applying
τ to the summands u−ivi yields

τ(u−ivi) = u−iqαnvi =
(
u−i(q−1)αn

)
u−ivi.
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Now observe that αn lies in A[uq−1]. Thus u−i(q−1) shifts the pole order at u = 0 (and u =∞) by multiples of
(q − 1). We define matrices αn,i ∈M(n+1)×(n+1)(A) so that

αn =
∑
i≥0

αn,iu
i(q−1).

Assumption 12.28. We now assume that the weight n lies in the interval {0, . . . , q}.

Because i lies in {−1, . . . , 1 − n}, the absolute value of the difference of two such i is at most q − 2. Therefore
all but at most one summand in

τ(u−ivi) =
(∑
i′≥0

u(i′−i)(q−1)αn,i′
)
u−ivi

is non-zero in Cokern, namely that for i′ = i. Let β =
(
t
θ − 1

)
and abbreviate x = uq−1. We enumerate the rows

and columns by r, s ∈ {0, . . . , n}. We let r̃ := n− r, so that this variable counts rows from the bottom starting
at zero.Then the (r, s)-coefficient of αn is

cr+s−nbn−r
(

s

n− r

)
= cs−r̃br̃

(
s

r̃

)
= (1 + x)s−r̃xr̃βr̃

(
s

r̃

)
=

s−r̃∑
`=0

x`+r̃βr̃
(
s− r̃
`

)(
s

r̃

)
.

The (s, r)-coefficient of αn,i is the coefficient of xi in the previous line. Thus it is the summand for ` = i− r̃, i.e.,

βr̃
(
s− r̃
i− r̃

)(
s

r̃

)
= βr̃

(s− r̃)!
(i− r̃)!(s− i)!

s!

(s− r̃)!r̃!
= βr̃

i!

(i− r̃)!r̃!
s!

(s− i)!i!
= βr̃

(
i

i− r̃

)(
s

i

)
.

Let wi be the transpose of the row vector
(

0, . . . , 0,
(
i
0

)
βi, ,

(
i
1

)
βi−1, . . . , ,

(
i
i

)
β0
)

and let xi be the row vector(
0, . . . , 0,

(
i
i

)
, ,
(
i+1
i

)
, . . . , ,

(
n
i

))
. Then αn,i = wi ⊗ xi and so

τ(u−ivi) = u−iwi · (xivi).

We deduce the following: As a τ -sheaf Cokern is the direct sum of the sub-A-modules Wi spanned by u−iej ,
j = 0, . . . , n. The τ -submodule Wi contains itself the τ submodule Au−iwi, and because the image of Wi under
τ is contained in Au−iwi, it is nil-isomorphic to Wi. Thus we find that

⊕n−1
j=1 (Au−iwi, τ|Au−iwi) −→ (Cokern, τ)

is a nil-isomorphism. We compute the τ -action on u−iwi:

τ(u−iwi) = u−iwi

(
xi · (σ × id)wi

)
= (u−iwi)

min{i,n−i}∑
`=0

(
i

`

)(
n− `
i

)
β̃`

with β̃ =
(
t
θq − 1

)
. Set γn,i :=

∑min{i,n−i}
`=0

(
i
`

)(
n−`
i

)
β` and

Ln,i := (k[θ±1, t], γn,i(σ × id)).

Then (Au−iwi, τ|Awi) ∼= σ∗Ln.i and we have thus shown that as A-crystals we have

Proposition 12.29. Suppose 0 ≤ n ≤ q. Then

Sn+2(Γ1(t)) = R1f̄∗ Symn j#F ∼=
n−1⊕
i=1

Ln,i.

Moreover Ln,i = Ln,n−i and Sn+2(Γ1(t)) = 0 for n = 0, 1.
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In Remark 12.33 we shall compare the above formula for γn,i to a similar expression in [33, Formula (7.3)].

Example 12.30. For i = 1 and 2 ≤ n ≤ q one has γn,1 =
(

1
0

)(
n
1

)
β0 +

(
1
1

)(
n−1

1

)
β = 1+(n−1) tθ . The corresponding

ramification divisor in the sense of Remark 12.19 is defined by θ = (1 − n)t on Spec k[θ±1, t]. This leads to the
Hecke character described in Example 12.26.

Example 12.31. Next we compute the local L-factors of Ln,1. The base scheme is X := Akr{0} in the coordinate
θ. Let p be a place of X defined by the irreducible polynomial h(θ) ∈ k[θ], We normalize it so that h(0) = 1.
This is possible because p 6= 0. The residue field at p is kθ = k[θ]/(h(θ)) = k[θ̄] with θ̄ a root of h over k̄. In kp[t]
we have

h(t) =
(

1− t

θ̄

)
·
(

1− t

θ̄q

)
· . . . ·

(
1− t

θ̄qdeg h−1

)
.

Thus

det(1− τLn,1T deg p) = det
(

1−
(

1 + (n− 1)
t

θ̄

)
·
(

1 + (n− 1)
t

θ̄q

)
· . . . ·

(
1 + (n− 1)

t

θ̄qdeg h−1

)
T deg h

)
= 1− h

(
(1− n)t

)
T deg h

Thus, if we denote by gn,1 the cuspidal Drinfeld Hecke eigenform corresponding to Ln,1, then it eigenvalue at

p = (h) is h
(
(1 − n)t

)
. A similar but more involved computation yields the eigenvalue system for the form gn,i

corresponding to Ln,i and any 1 ≤ i ≤ n− 1.

Example 12.32. For classical as well as Drinfeld modular forms their automorphic weight, say n, is the exponent
of the automorphy factor in the transformation formulas for the action of the congruence subgroup defined by
the level of the form. In the classical case there is naturally a weight attached to the motive associated with a
cuspidal Hecke eigenform. This motivic weight is the exponent of the complex absolute values of the roots of the
characteristic polynomials defined by Hecke action. By the proof of the Ramanujan Peterson conjecture due to
Deligne this weight is (n − 1)/2. This weight occurs in the formula for the absolute values of the p-the Hecke
eigenvalue of a classical modular form f :

|ap(f)|C ≤ 2p(n−1)/2.

It is therefore natural to also ask for a motivic weight of a cuspidal Drinfeld Hecke eigenform. Does it exist and
how is it related to the weight that occurs in the exponent of the automorphy factor in the transformation law
of the form? In the Drinfeld modular case, the characteristic polynomial arising from Hecke operators at p is
1-dimensional. Therefore the motivic weight of a Drinfeld Hecke eigenform f is (if it exists) the exponent q ∈ Q
such that

v∞(ap(f)|) = −q deg p for almost all p ∈Max(A).

This weight is modeled after Anderson’s definitions of purity and weights for t-motives, [1, 1.9 and 1.10].

The τ -sheaves Ln,i defined in Proposition 12.29 posses a motivic weight. It is equal to degt γn,i since by compu-
tations as in the previous example one shows that v∞(ap(gn,i)|) = −deg γn,i · deg p. For q = p the formulas in
Remark 12.33 yield degn,i = min{n− i, i}. Thus, for a given n, any weight in {1, 2, . . . , bn2 c} occurs. For q 6= p,

the possible weights are more difficult to analyze because the expression
(
i
m

)(
n−i
m

)
can vanish m = min{i, n− i}

(and also for many values less than this minimum – see Lemma 10.30.

We expect but have no proof that the motives for all cuspidal Drinfeld Hecke eigenforms are pure, i.e., that they
have a motivic weight. If this is true, it can be shown from the cohomological formalism in [8] that this weight
lies, for given n, in the interval {0, . . . , [n2 ]}. That the range is optimal is shown by the above examples. Moreover
the example shows that it is not possible to compute the motivic from the automorphic weight.

Remark 12.33. In [33, Formula (7.3)] a differently looking formula is given from which their the Hecke eigenvalue
systems in for the forms gn,i are computed (for primes of degree one). From the following claim it follows that
the formulas given there agree with those here (and thus with those given in [4]). Claim:

γn,i =
∑
m≥0

(
i

m

)(
n− i
m

)( t
θ

)m
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where we recall that γn,i :=
∑min{i,n−i}
`=0

(
i
`

)(
n−`
i

)
β` with β = t

θ − 1. The proof follows by the use of generating
series in a standard fashion. The key steps are∑

n≥0

γn,iX
n =

∑
`≥0

(
i

`

)
(βX)`

∑
n≥i+`

(
n− `
i

)
Xn−`

=
∑
`≥0

(
i

`

)
(βX)`(1−X)−iXi =

(1 + βX

1−X

)i
Xi

=
(

1 +
t
θX

1−X

)i
Xi =

∑
m≥0

(
i

m

)( t
θ
X
)m

(1−X)−mXi

=
∑
m≥0

(
i

m

)( t
θ

)m ∑
n≥i+m

(
n− i
m

)
Xn =

∑
n≥0

Xn
∑
m≥0

(
i

m

)(
n− i
m

)( t
θ

)m
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Appendix A

Further results on Drinfeld modules

In this appendix we collect as a reference some further results on Drinfeld modules which were used in parts of
the lecture notes. Throughout the appendix we denote by ι the canonical embedding A ↪→ C∞.

1 Drinfeld A-modules over C∞
Important examples of Drinfeld A-modules are obtainable over C∞ via a uniformization theory modeled after
that of elliptic curves.

For Drinfeld modules over X = SpecC∞ one has the following result of Drinfeld [12]

Theorem A.1 (Drinfeld). Let ϕ be a Drinfeld module over C∞ with dϕ : A ↪→ C∞ equal to ι. Then there exists
a unique entire function

eϕ : C∞ → C∞ : x 7→ x+
∑
i≥1

aix
qi (ai ∈ C∞)

such that for all a ∈ A the following diagram is commutative:

C∞
x 7→ax

��

eϕ // C∞

x 7→ϕa(x)

��
C∞

eϕ // C∞

(1)

Moreover eϕ is a k-linear epimorphism and its kernel is a projective A-module of rank equal to the rank of the
Drinfeld A-module which is discrete in C∞.

Conversely to any discrete projective A-submodule Λ ⊂ C∞ of rank r one can associate a unique exponential
function

eΛ(x) = x+
∑
i≥1

aix
qi
(

= x
∏

λ∈Λr{0}

(1− x

λ
)
)
,

whose set of roots is the divisor Λ, and a unique Drinfeld A-module ϕΛ of rank r over C∞ such that (1) commutes
for ϕ = ϕΛ and eϕ = eΛ. The characteristic of ϕΛ is the canonical inclusion A ↪→ C∞.

Moreover Drinfeld A-modules ϕΛ and ϕΛ′ are isomorphic (over C∞) if and only if there is a scalar λ ∈ C∗∞ such
that λΛ = Λ′. They are isogenous if there exists λ ∈ C∗∞ and a ∈ Ar {0} such that aΛ′ ⊂ λΛ ⊂ Λ′.

In particular there exist Drinfeld A-modules of all ranks r ∈ N = {1, 2, 3, . . .}. For any rank r ≥ 2 there
exist infinitely many non-isomorphic Drinfeld A-modules of rank r over C∞. In the rank 1 case, the number of
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isomorphism classes of Drinfeld A-modules (over C∞) is equal to the number of projective A-modules of rank
1, i.e., to the cardinality of the class group Cl(A) = Pic(A) of A. In fact within each isomorphism class there is
one representative which is defined over the class field H of K with respect to ∞. There will be more on this in
Appendix 3.

Indication of proof of Theorem A.1. Let ϕ be given and fix a ∈ Ark and write ϕa = a+
∑t
j=1 ujτ

j (t = r deg a).
Then (1) yields the recursion

ai(a
qi − a) =

t∑
j=1

uja
qj

i−j

for the coefficients of eϕ where we set ai = 0 for i < 0. Let v denote the valuation on C∞ such that v(π) = 1 for
π a uniformizer π of F at ∞. Let C := minj=1,...,t v(uj). Then from v(a) < 0 one deduces

v(ai)

qi
≥
(C
qi
− v(a)

)
+ min
j=1,...,t

v(ai−j)

qi−j
.

Choose 0 < θ < v(a) so that for i � 0 one has v(a) − C
qi ≥ θ. Setting Ai := minj=1,...,t

v(ai−j)
qi−j it follows that

there is some i0 > 0 such that for all i ≥ i0 one has

Bi+1 ≥ Bi, and Bi+t ≥ Bi + θ.

Thus (Bi) converges to ∞ and hence limi→∞
v(ai)
qi =∞. This shows that eϕ has infinite radius of convergence,

i.e., that it is entire. (The uniqueness of eϕ for a follows from the initial condition deϕ = 1.)

To show that eϕ is independent of a write eϕ =
∑
i≥0 aiτ

i as a formal power series in τ over C∞. Then for any

b ∈ A the expression e−1
ϕ ϕbeϕ is again such a power series. Since the image of A under ϕ is commutative, it

follows that e−1
ϕ ϕbeϕ commutes with a = e−1

ϕ ϕaeϕ as an element in the formal non-commutative power series
ring C∞[[τ ]] over τ . One deduces that e−1

ϕ ϕbeϕ is a constant and by taking derivatives that b = e−1
ϕ ϕbeϕ. Hence

(1) commutes for any b ∈ A.

That Ker(eϕ) is an A-module is immediate from the commutativity of (1). The discreteness follows as in complex
analysis from the entireness and non-constancy. That the roots have multiplicity one is deduced from the root
at 0 having multiplicity one. The rank of Ker(eϕ) as an A-module is obtained by considering torsion points
(introduced in the following section) and exploiting their relation to the rank. All further assertions are rather
straight forward. �

2 Torsion points and isogenies of Drinfeld modules

Theorem A.1 indicates that Drinfeld modules are characteristic p analogs of elliptic curves. This suggests that
torsion points of Drinfeld modules carry an interesting Galois action. Formally one defines modules of torsion
points (or torsion schemes) as follows:

Fix a non-zero ideal a ⊂ A and a Drinfeld A-module ϕ on X. For any a ∈ Ar {0} the kernel of ϕa : L→ L is a
finite flat group scheme over X of rank equal to qr deg a. (Passing to local coordinates it suffices to verify this for
Drinfeld modules of standard type – where it is rather easy.) From this one deduces that the a-torsion scheme
of ϕ, defined as

ϕ[a] := ∩a∈a Ker(ϕa)

is a finite flat A-module scheme over X of rank qr deg(a). If a is prime to the characteristic of ϕ, then ϕ[a] is finite
étale over X. In the case X = SpecF for a field F , the finite group scheme ϕ[a] becomes trivial over a finite
Galois extension L of F . As an A-module, the group ϕ[a](L) is isomorphic to (A/a)r provided that a is prime
to the characteristic of ϕ. The Galois and the A-action commute on ϕ[a]. This yields the following first result:
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Theorem A.2. Let ϕ be a Drinfeld A-module of rank r on SpecF for a field F with algebraic closure F . Suppose
a is prime to the characteristic of ϕ. Then the action of Gal(F/F ) on ϕ[a](F ) induces a representation

Gal(F/F ) −→ GLr(A/a).

We now turn to the relation between isogenies from a Drinfeld A-module (L,ϕ) and subschemes of ϕ[a]: If
ψ : (L,ϕ) → (L′, ϕ′) is an isogeny then its kernel is finite. Hence there exists a ∈ A r k which annihilates this
kernel. One deduces that Ker(ψ) ⊂ ϕ[(a)] is a finite flat subscheme whose connected component agrees with
that of ϕ[qn] for some n ∈ N0 and q the characteristic of ϕ. Conversely given any flat A-module subscheme of
ϕ[a] satisfying the latter condition on its connected component, Drinfeld shows that there is up to isomorphism
a unique Drinfeld A-module (L′, ϕ′) and an isogeny (L,ϕ)→ (L′, ϕ′) whose kernel is that subscheme, cf. [12, §5
D, p. 577]. We indicate a proof for the finite flat subgroup scheme ϕ[a] ⊂ L under the simplifying hypothesis
that X = SpecR for an integrally closed domain R and that L is isomorphic to SpecR[x]. (In particular this
proves the assertion for all integral normal schemes X over A.)

Since R is a domain, ϕ is automatically in standard form. Let E be the fraction field of R and denote by E a
fixed algebraic closure. The ring E[τ ] is left Euclidian and thus there exists a monic generator ϕa of the left E[τ ]
ideal I generated by {ϕa | a ∈ a}. The roots of ϕa(z) in E are precisely the common roots of all the ϕa, a ∈ a. If
h is the height of ϕ (over E), then ϕa is a multiple of a power of τh times an element in R[τ ] with non-vanishing
constant term; i.e., the multiplicity of the roots is a power of qh. By the definition of ϕa, its coefficients lie in E.
Let R′ be the ring obtained from R by adjoining all these roots. As these are roots of all the polynomials ϕa,
a ∈ a, the ring R′ is finite over R. Clearly the polynomial ϕa has its coefficients in R′. Using that R is integrally
closed, it follows that ϕa lies in fact in R[τ ].

Note that because ϕa(x) ∈ R[x] is monic (of degree qdegτ ϕa) it defines a finite flat subscheme SpecR[x]/(ϕa(x)) =
ϕ[a] of L = SpecR[x]. The A-module structure on L induces an A-module structure on ϕ[a].

Next, let b ∈ A be arbitrary. Then ϕa ◦ ϕb lies in I because it annihilates all elements of ϕ[a]. It can thus be
written in the form ϕ′bϕa for some ϕ′b ∈ E[τ ]. But again, the roots of ϕaϕb are integral over R and thus so are the
coefficients of ϕ′b. By normality of R it follows that ϕ′b ∈ R[τ ]. Using the equation ϕa ◦ϕb = ϕ′b ◦ϕa it is easy to
extract the constant coefficient of ϕ′b. It is the constant coefficient of ϕb raised to a certain power. It is here where
the size of the connected component of the scheme ϕ[a] is important, as it determines the height of ϕa. In the
case at hand this implies that the constant coefficients of ϕ′b and ϕb agree, so that ϕ′ defines a Drinfeld A-module
(in standard form) over SpecR of the same characteristic as ϕ. Therefore ϕa defines an isogeny ϕ → ϕ′. We
depict this in the following diagrams on the ring and on scheme levels, writing Ga,R for SpecR[x]:

R[x]

ϕ′b
��

ϕa

// R[x]

ϕb

��
R[x]

ϕa

// R[x]

Ga,R Ga,R
ϕaoo

Ga,R

ϕ′b

OO

Ga,R.
ϕaoo

ϕb

OO

We denote the Drinfeld A-module (Ga,R, ϕ′) also by (a∗L, a∗ϕ) (or simply a∗ϕ). If a is principal and generated
by a ∈ Ar {0}, then

ϕ(a) = µϕ(a)−1ϕa for µϕ(a) the leading coefficient of ϕa. (2)

A short computation yields the following formula for the leading term of (a) ∗ ϕ:

µ(a)∗ϕ(b) = µϕ(b) · µϕ(a)1−qdeg b ∀b ∈ A. (3)

Using the explicit form of the action for principal ideals, it is easy to extend the ∗-operation to all fractional
ideal a of A. It also shows that (a) ∗ ϕ is isomorphic to ϕ – the isomorphism is given by µϕ(a) ∈ R∗ ⊂ R[τ ]. It
follows that Cl(A) acts on the isomorphism classes of Drinfeld A-modules of fixed rank r (over any fixed base).

In the particular case where the base is SpecC∞, the characteristic is the canonical embedding ι : A ↪→ C∞
and r = 1, one can say more. By Theorem A.1 any such module is given by a rank 1 A-lattice in C∞. Homo-
theties induce isomorphisms of Drinfeld modules and any two lattices are isogenous up to rescaling. Making all
identifications explicit, one obtains the following result
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Proposition A.3 (Drinfeld, Hayes). The set of isomorphism classes of Drinfeld A-modules of rank 1 over C∞
with dϕ = ι is a principal homogeneous space under the ∗-operation of Cl(A).

3 Drinfeld Hayes modules

In this section we collect some results on Drinfeld-Hayes modules. The reader is advised to recall the definitions
of a sign-function and the corresponding strict class group from Definitions 10.1 and 10.3. As in (2), the leading
term of a Drinfeld module ϕ is denoted µϕ. We fix a sign-function sign throughout this section.

Definition A.4. A rank 1 sign-normalized Drinfeld module or simply a Drinfeld-Hayes module (for sign) is a
rank 1 Drinfeld-module ϕ over C∞ with dϕ = ι whose leading term µϕ agree with the restriction of a twisted
sign function (sign) to A ⊂ K∞.

A good reference of the following result is [23, Thm. 7.2.15].

Theorem A.5 (Hayes). Every rank 1 Drinfeld-module over C∞ with characteristic ι is isomorphic to a Drinfeld-
Hayes module.

Indication of proof. Define the Z-graded ring gr(K∞) = ⊕i∈ZM i/M i−1 using the filtration M i := {x ∈ K∞ :
v∞(x) ≥ −i}. Let L be a subfield of C∞ and let ϕ : A→ L{τ} be a rank 1-Drinfeld module with dϕ = ι.

Sublemma A.6. There exists a unique map λϕ : gr(K∞)→ L∗ with the following properties

(a) For all a ∈ A with image ā in Mv∞(a)/Mv∞(a)−1 ⊂ gr(K∞) one has λϕ(ā) = µϕ(a).

(b) For all α, β ∈ gr(K∞) one has λϕ(αβ) = λϕ(α)q
deg β

λϕ(β).

One first observes that µϕ(ab) = µϕ(a)q
deg b

µϕ(b) for any a, b ∈ A. Then one uses property (b) to extend the
definition of λϕ on the images ā for a ∈ A to all of gr(K∞). One also observes that λϕ is the identity on k and
a Galois automorphism when restricted to k∞. The details are left to the reader.

The next result, whose proof we leave again to the reader, describes the change of λϕ under isomorphism:

Sublemma A.7. Suppose ϕ′ = αϕα−1 for some α ∈ L∗. Then λϕ′(x) = λϕ(x)α(1−q− deg(x)).

Now given ϕ, choose α ∈ C∗ such that αq−1 = λϕ(π), so that ϕ′ = αϕα−1 satisfies λϕ′(π) = 1. Because λϕ′ is
given by some σ ∈ Gal(k∞/k) when restricted to k∞, one deduces that ϕ′ is sign-normalized. �

Denote by M1
sign(C∞) the set of sign-normalized rank 1-modules over C∞ Since the number of isomorphism

classes of Drinfeld A-modules of rank 1 over C∞ with characteristic ι is finite and equal to the class number of
A and since the number of choices for α in the previous proof is finite, the set M1

sign(C∞) is finite. Recall the
action of fractional ideals a on Drinfeld modules from the paragraphs above Proposition A.3. The following is
from [23, §7.2]:

Theorem A.8. The action of IA on rank 1-Drinfeld A-modules preserves the sign-normalization and thus defines
a well-defined action

IA ×M1
sign(C∞)→M1

sign(C∞) : (a, ϕ) 7→ a ∗ ϕ.

The action of P+ is trivial. Under the induced action

Cl+(A)×M1
sign(C∞)→M1

sign(C∞) : ([a], ϕ) 7→ a ∗ ϕ

the set M1
sign(C∞) becomes a principal homogeneous space under Cl+(A), i.e., the action is simply transitive

and the stabilizer of any element is trivial.
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Indication of proof. It is easy to see that the ∗-action does not affect sign-normalization: The action is of the
form y 7→ yq

i

for some i ∈ N0 on the leading coefficient.

For a principal ideal (a) the ∗-action on the leading term was determined in (3). It is

µ(a)∗ϕ(b) = µϕ(b) · µϕ(a)1−qdeg b ∀b ∈ A.

Thus if ϕ is sign-normalized and if a is positive the effect on leading terms is trivial because of µϕ(a) = sign(a) =
1. In particular P+ acts trivially.

Next we show that Cl(A)+ acts faithfully: Suppose a ∗ ϕ = ϕ. Since this implies in particular that a ∗ ϕ is
isomorphic to ϕ we deduce that a is principal, say equal to (a). In this case we can use the formula displayed
above. It implies that for all b ∈ A we must have

µϕ(a)1−qdeg b = 1.

Since the gcd of the deg b is 1, it follows that µϕ(a)q−1 = 1, i.e., that α := µϕ(a) ∈ k∗. But then aα−1 is a
positive generator of a and the faithfulness of the action is shown.

Finally by determining the cardinalities of Cl(A)+ and ofM1
sign(C∞) the proof is complete: #Cl(A)+ = #Cl(A)·

#(P/P+). But all elements of k∗∞ occur as signs of some α ∈ K and principal ideals αA are positively generated
if and only if α ∈ k∗. Hence #Cl(A)+ = #Cl(A) ·#k∗∞/#k∗. Next we observe that all isomorphism classes of
rank 1 Drinfeld A-modules over C∞ of characteristic ι are represented in M1

sign(C∞). We count the number of

times a class occurs in M1
sign(C∞). If ϕ is a Drinfeld-Hayes module for sign, and if the same holds for αϕα−1,

then one shows α ∈ k∗∞. Moreover the two are equal if and only if α ∈ k∗. Hence the cardinality of M1
sign(C∞)

is equal to the number of isomorphism classes of rank 1 Drinfeld A-modules over C∞ of characteristic ι times
#k∗∞/#k

∗, and thus equal to #Cl(A)+ = #Cl(A) ·#k∗∞/#k∗ by Theorem A.3. �

One now argues as in the case of CM elliptic curves to deduce that every ϕ ∈M1
sign(C∞) is defined over H+: Let

H̃ ⊂ C∞ be the field of definition of ψ. Since Aut(C∞/K) preserves M1
sign(C∞), the extension H̃/K is finite.

Considering the infinite place it follows that H̃/K is separable. Using that the automorphisms commute with
the ∗-operation, one shows that the extension is abelian. The ∗-action also shows that H̃ is independent of ϕ.

Next one shows that ϕ has its coefficients in Õ, the normal closure of A in H̃: The Drinfeld-module has potentially
good reduction everywhere. But the leading coefficient is a unit, and thus the Drinfeld-module can be reduced
without twist. This allows one to use reduction modulo any prime of Õ as a tool. It is not hard to see that to
test equality of sign-normalized rank 1 Drinfeld A-modules it suffices to test it modulo any prime of Õ. This
implies that the inertia group at any finite places is trivial. In particular the Artin-symbol σp is defined at any

prime of Õ. One deduces the following Shimura type reciprocity law:

Theorem A.9. If σI denotes the Artin-symbol of a fractional ideal I of A, then σIϕ = I ∗ ϕ. Thus H̃ = H+.
Moreover every Drinfeld-Hayes module is defined over the ring of integers O+ of H relative to A ⊂ K.

The reciprocity identifies the Galois action with the ∗-action on M1
sign(C∞) (it is rather trivial to see that any

type Galois action preserves sign normalization.) One easily deduces:

Corollary A.10. Gal(H+/H) ∼= F∗∞/F∗ is totally and tamely ramified at ∞. It is unramified outside ∞.

Remark A.11. One can show that any rank 1 Drinfeld module with characteristic ι can be defined over the ring
of integers of the Hilbert class field H. However this representative within the isomorphism class is less canonical
and its leading coefficient has no simple description.

Torsion points of Drinfeld-Hayes modules

Fix ϕ a sign-normalized rank 1 Drinfeld module over C∞. For I ∈ IA, let ϕI denote the isogeny ϕ → I ∗ ϕ.
Recall that ϕ[I] denotes the A-module of I-torsion points of ϕ. Denote by M1

I,sign(C∞) the set of isomorphism
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classes of pairs (ϕ, λ) where ϕ ∈ M1
sign(C∞) and λ is a primitive I-torsion point of ϕ. Let IA(I) denote the set

of fractional ideals prime to I.

Theorem A.12. Let I ⊂ A be an ideal. The action of IA on M1
I,sign(C∞) given by

J ∗ (ϕ, λ) = (J ∗ ϕ,ϕJ(λ))

is well defined and transitive. The stabilizer of any pair (ϕ, λ) is the subgroup P+
I ⊂ P+ of positively generated

fractional ideals prime to I. The set M1
I,sign(C∞) is a principal homogeneous space under the induced action of

Cl(A, I) := IA(I)/P+
I . One has an exact sequence

0→ (A/I)∗ → Cl(A, I)→ Cl+(A)→ 0.

The field H+(ϕ[I]) is the ray class field of K of conductor I at the finite places and which at ∞ is totally split
above H+. One has Gal(H+(ϕ[I])/K) ∼= Cl(A, I). Let σJ denote the Galois automorphism which under the Artin
reciprocity map corresponds to J ∈ IA(I). The Shimura type reciprocity law reads: For any J ∈ IA(I):

σJ(ϕ, λ) = J ∗ (ϕ, λ)

One has the following ramification properties:

Theorem A.13. Let P ⊂ A be a prime ideal and λ ∈ ϕ[P ] be a primitive element.

The extension H+(ϕ[P i])/H+ is totally ramified at P unramified at all other finite places. It is Galois with
Galois group Gal(H+(ϕ[P i])/H+) ∼= (A/P i)∗. The action of this group on ψ[P ] is given by the character

σ 7→
(
σ(λ)

λ

)
.

The extension H+/H is totally ramified at ∞ and unramified at all other places. It is Galois with Gal(H+/H) ∼=
F∗∞/F∗q . The decomposition D∞ group at ∞ in Gal(H+(ϕ[P i])/H) is isomorphic to F∗∞. The action of α ∈ F∗q ∼=
D∞ on ϕ[P ] is given by

σα(λ) = µψ(α)−1(λ) = α−1(λ).
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