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1 GRAMMAR SCHOOL MULTIPLICATION (GSM).

Definition. Base-B representation. x ∈ N0, B,D ∈ N. (xi)i∈D
with 0 ≤ xi < B and D = {0, 1, . . . , D − 1} with minimal D:

x =

D−1∑
i=0

xiB
i. (1)

Proposition. Grammar school multiplication. x, y ∈ N0 with
base-B representations x = (xi)B , y = (yi)B of length ≤ D,
z = xy. With

wn =

D−1∑
i+j=n

xiyj =

D−1∑
i

xiyn−i, (2)

an acyclic convolution of x and y, w = x×A y, z = (zn)B of length
≤ 2D is obtained from wn by adjusting carry.
Complexity: O(D2).

2 DISCRETE FOURIER TRANSFORM (DFT).

Definition. Signal. D ∈ N, R a domain with D−1 ∈ R, gD ∈ R a
primitive Dth root of 1. Then we call x = (xn) of length D, xn ∈ R
a signal in R.

Proposition. Discrete Fourier Transform (DFT). x = (xn) a
signal in R. Then F(x) = p = (pk) with

pk =

D−1∑
j=0

xjg
−jk
D (3)

is a well-defined sequence of elements of R, the so-called discrete
Fourier transform of x.
Complexity: O(D2).

Theorem. DFT is bijective. x = F−1(p) = (xj) defined by

xj =
1

D

D−1∑
k=0

pkg
jk
D . (4)

3 FAST FOURIER TRANSFORM (FFT).

Observation. Danielson-Lanczos identity. D even.

pk =

D/2−1∑
j=0

x2j(g
2
D)−jk

=:p
g
k

+g−k
D

D/2−1∑
j=0

x2j+1(g
2
D)−jk

=:pu
k

. (5)

D Fourier-coefficients pk from 2 Fourier transforms of size D/2.

Algorithm. Fast Fourier Transform (FFT). Iterative application
of this identity yields the FFT algorithm (Cooley and Tukey 1965).
Complexity: O(D logD).
Applications: data compression, spectral analysis, differential
equations, telecommunication, e.g. mp3, MRT, digital oscillo-
scope.

4 FFT MULTIPLICATION.

Theorem. Convolution theorem. x, y signals of length D.
Then,

x× y = F−1(F(x) ? F(y)), (p ? q)n = pnqn. (6)

The O(D logD) FFT converts an O(D2) cyclic convolution to an
O(D), i.e. asymptotically negligible, dyadic product (!).
(Technical remark: zero-padding required to make this Theorem
applicable to GSM, then ×A 7→ ×).

Algorithm. FFT multiplication Input: x, y ∈ N0 with base-B
representations of lengths ≤ D. Output: base-B representation of
the product z = xy.

1. zero-pad x, y.

2. p = F(x), q = F(x).

3. Z = p ? q.

4. z = F−1(Z).

5. round, adjust carry, delete leading zeros, return z.

Conjectured lower bound for the complexity: Ω(D logD).

• Schönhage-Strassen-algorithm O(D logD · log logD)
(Schönhage and Strassen 1971).

• Fürer-algorithm O(D logD · 2O(log? D))
(Fürer 2009).

• Harvey-van-der-Hoeven-algorithm O(D logD) (!)
(Harvey and Van Der Hoeven 2021).

5 SUMMARY

Using a number-theoretic version of the FFT (Cooley and Tukey
1965), multiplication of large integers can be done in O(D logD)
instead of O(D2) (Harvey and Van Der Hoeven 2021).
This is relevant e.g. for public-key cryptography, where large prime
numbers need to be multiplied.

REFERENCES

[1] James W Cooley and John W Tukey. “An algorithm for the ma-
chine calculation of complex Fourier series”. In: Mathematics
of computation 19.90 (1965), pp. 297–301.

[2] Richard Crandall and Carl Pomerance. Prime numbers.
Springer, 2001.

[3] Martin Fürer. “Faster integer multiplication”. In: SIAM Journal
on Computing 39.3 (2009), pp. 979–1005.

[4] David Harvey and Joris Van Der Hoeven. “Integer multipli-
cation in time O (n log n)”. In: Annals of Mathematics 193.2
(2021), pp. 563–617.

[5] Arnold Schönhage and Volker Strassen. “Schnelle multiplika-
tion grosser zahlen”. In: Computing 7.3 (1971), pp. 281–292.

© 2022 Jonas Hoecht. Layout based on a template created by Karol Kozio (www.karol-koziol.net) for ShareLaTeX.


